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IN THE UNITED STATES DISTRICT COURT FOR
THE DISTRICT OF DELAWARE

PARUS HOLDINGS INC.
Plaintiff, Civil Action No.
V.
AMAZON.COM, INC. JURY TRIAL DEMANDED
Defendant.
COMPLAINT
1. Plaintiff Parus Holdings Inc. (“Parus” or “Plaintiff”) files this complaint for patent

infringement against Defendant Amazon.com, Inc. (“Amazon” or “Defendant”) for infringement
of U.S. Patent No. 7,516,190 (“the *190 patent”), U.S. Patent No. 9,377,992 (“the *992 patent™),
and U.S. Patent No. 10,320,981 (“the *981 patent™) (collectively the “patents-in-suit™), pursuant
to 35 U.S.C. § 271 (copies of the patents-in-suit are attached as Exhibits A, B, and C, respectively).

PARTIES

2. Plaintiff Parus Holdings Inc. is a Delaware corporation having its principal place
of business at 3000 Lakeside Drive, Suite 110S, Bannockburn, IL 60015,

3. Defendant Amazon.com, Inc. is a company organized and existing under the laws
of the State of Delaware with a principal place of business located at 410 Terry Avenue North,
Seattle, Washington 98109-5210. Amazon may be served via its registered agent, Corporation
Service Company, 251 Little Falls Drive, Wilmington, Delaware 19808.

4. The patents-in-suit are infringed by Amazon’s Alexa devices and associated
servers, including for example those identified in Section V and all structurally/functionally similar

devices.
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JURISDICTION AND VENUE

5. This is an action for patent infringement under the patent laws of the United States,
35 U.S.C. 8271. This court has federal jurisdiction of such federal question claims pursuant to 28
U.S.C. §81331 and 1338(a).

6. The Court has personal jurisdiction over Amazon consistent with the requirements
of the Due Process Clause of the United States Constitution and the Delaware Long-Arm Statute.
Amazon has regularly and systematically transacted business in Delaware, directly or through
subsidiaries or intermediaries, and/or committed acts of patent infringement in Delaware as alleged
more particularly below. Amazon has placed infringing products into the stream of commerce by
shipping those products into Delaware or knowing that the products would be shipped into
Delaware.

7. Venue is proper in this Court pursuant to 28 U.S.C. 8§88 1391 and 1400(b) because,
among other things, Amazon has transacted business in the District of Delaware and has committed
acts of direct infringement in the District of Delaware.

BACKGROUND

8. Since its founding, Parus has offered a robust diversity of products and services to
customers in a wide variety of markets. Parus’ products and services have included audio and
video conferencing, email management, voice messaging, polling and transcription, IM/presence,
collaboration, softphone, and virtual assistant solutions and services. For example, ParusOne
provides voice-response technology solutions for customers and other users to manage
communication technology used for business from laptops, mobile phones, and home offices to
answer calls, handle voice mails, faxes and emails, schedule meetings, and establish conference
calls. ParusOffice enables small businesses to channel their various phone communications

through one main number. ParusSpeak provides interactive voice response solutions for companies
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that need business process automation, as well as automated name, address, and caller feedback
capture. ParusMobile provides worldwide group messaging for direct selling organizations, mobile
professionals, and small business customers. Parus’ customers have included businesses in
network marketing, manufacturing, financial services, retail, healthcare, customer care, and direct
response industries. Parus has had dozens of customers in this judicial district.

9. Parus’ systems have also received accolades from the industry, including some of
the most preeminent awards in the CRM, call center, and teleservice fields. For example, ParusOne
was named the 2007 Product of the Year by both Internet Telephony and from Unified
Communications; Parus Marketing Campaign Manager was named the 2007 Product of the Year
by Customer Interaction Solutions; and Webley MD Reminders was named the Product of the
Year in both 2009 and 2010 by Customer Interaction Solutions.

THE ASSERTED PATENTS

10. On April 7, 2009, the United States Patent and Trademark Office issued U.S. Patent
No. 7,516,190, the 190 patent, entitled “Personal Voice-Based Information Retrieval System,”
after full and fair examination. Plaintiff is the assignee of all rights, title, and interest in and to the
’190 patent and possesses all rights of recovery under the *190 patent, including the right to recover
damages for present, past, and future infringement. The 190 patent expired on May 10, 2022, but,
pursuant to 35 U.S.C. § 286, Plaintiff is entitled to recover damages for any infringement by
Amazon committed less than six years prior to the filing of this Complaint. A true and correct copy
of the 190 patent is attached as Exhibit A. The 190 patent is valid and enforceable.

11.  OnJune 28, 2016, the United States Patent and Trademark Office issued U.S. Patent
No. 9,377,992, the *992 patent, entitled “Personal VVoice-Based Information Retrieval System,”
after full and fair examination. Plaintiff is the assignee of all rights, title, and interest in and to the

’992 patent and possesses all rights of recovery under the *992 patent, including the right to recover
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damages for present, past, and future infringement. The 992 patent expired on November 16,
2022, but, pursuant to 35 U.S.C. § 286, Plaintiff is entitled to recover damages for any infringement
by Amazon committed less than six years prior to the filing of this Complaint. A true and correct
copy of the ’992 patent is attached as Exhibit B. The *992 patent is valid and enforceable.

12. OnJune 11, 2019, the United States Patent and Trademark Office issued U.S. Patent
No. 10,320,981, the 981 patent, entitled “Personal Voice-Based Information Retrieval System,”
after full and fair examination. Plaintiff is the assignee of all rights, title, and interest in and to the
’981 patent and possesses all rights of recovery under the *981 patent, including the right to recover
damages for present, past, and future infringement. The 981 patent expired on February 6, 2021,
but, pursuant to 35 U.S.C. § 286, Plaintiff is entitled to recover damages for any infringement by
Amazon committed less than six years prior to the filing of this Complaint. A true and correct copy
of the 981 patent is attached as Exhibit C. The *981 patent is valid and enforceable.

CLAIMS FOR PATENT INFRINGEMENT

13. In the interest of providing detailed averments of infringement, Plaintiff has
identified below at least one claim per patent-in-suit to demonstrate infringement by at least one
product. However, the selection of claims and products below should not be considered limiting,
and infringement by Amazon by way of additional claims of the patents-in-suit and additional
products will be disclosed in compliance with the Court’s rules related to infringement contentions
and/or discovery. The allegations provided below are exemplary and without prejudice to
Plaintiff’s infringement contentions to be provided pursuant to the Court’s scheduling order, local
rules, and/or discovery procedures. Plaintiff’s claim construction contentions regarding the
meaning and scope of the claim terms will be provided under the Court’s scheduling order, local
rules, and/or discovery procedures. As detailed below, each element of at least one claim of each

of the patents-in-suit is literally present in at least one accused product. To the extent that any
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element is not literally present, each such element is present under the doctrine of equivalents.
Plaintiff’s analysis below should not be taken as an admission and/or contention that the preamble
for any claim is or is not limiting. While publicly available information is cited below, Plaintiff
may rely on other forms of evidence to show infringement.

14.  The accused products include at least the following smart speaker products
incorporating Amazon’s Alexa from 2017 to the present, as well as products with reasonably
similar functionality and all varieties of these products. Specific identification of the accused
products will be provided in plaintiff’s infringement contentions pursuant to the Court’s
scheduling order, local rules, and/or discovery procedures.

e Echo (all generations);

e Echo dot (all generations);
e Amazon Tap;

e Echo Look;

e Echo Show;

e Echo Spot;

e Echo Plus;

e Echo Flex; and

e Echo Auto.

15.  Amazon has directly and indirectly infringed the patents-in-suit by having engaged
in acts constituting infringement under 35 U.S.C. § 271(a), including but not necessarily limited
to one or more of making, using, selling and offering to sell, in this district and elsewhere in the
United States, and importing into and exporting from the United States, the accused products or

components thereof.
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16.  Amazon has had knowledge of the patents-in-suit since prior to the date of this
Complaint.

17.  Amazon’s acts of infringement have caused damage to Parus. Parus is entitled to
recover from Amazon the damages sustained by Parus as a result of Amazon’s wrongful acts in an
amount subject to proof at trial.

COUNT ONE: PATENT INFRINGEMENT OF THE °190 PATENT

18. Parus incorporates by reference the preceding paragraphs as if fully stated herein.
19. Claim 1 of the *190 patent is reproduced below:

1. A method for allowing users to use speech commands to obtain
information from a pre-defined portion of a pre-selected web site in
audio format, said method comprising the steps of:

(a) providing a computer having a speech processor, said computer
being operatively connected to the internet and to at least one phone;

(b) providing a URL to said computer, said URL indicating a pre-
selected web site from which the information is to be retrieved;

(c) using said computer to designate a pre-defined portion of the pre-
selected web site which contains the information to be retrieved;

(d) using said computer to identify a named object associated with the
content of the information to be retrieved,;

(e) using said computer to generate a regular expression based on said
pre-defined portion of said pre-selected web site and said named object,
said regular expression corresponding to said content of said
information to be retrieved, wherein said regular expression is a text
string used for describing a search pattern;

(F) providing a speech command to said speech processor, said speech
command corresponding to said regular expression;

(9) said speech processor converting said speech command to a digital-
form command,

(h) said computer receiving said digital-form command from said
speech processor, said computer assigning said regular expression to
said digital-form command;
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(i) after steps (a) through (h) are completed, transmitting an audio
speech command to said speech processor, said speech command
corresponding to said regular expression;

(j) said speech processor converting said speech command to said
digital-form command;

(k) said computer receiving said digital-form command from said
speech processor;

(I) said computer retrieving said regular expression corresponding to
said digital-form command;

(m) said computer retrieving the information from the pre-defined
portion of the pre-selected web site corresponding to said regular
expression when the requested information is found in the pre-defined
portion of the pre-selected website;

(n) said computer searching said pre-selected web site for said named
object when the requested information is not found in the pre-defined
portion of the pre-selected web site;

(o) said computer providing said retrieved information to said speech
processor;

(p) said speech processor converting said retrieved information into an
audio message; and

(g) said speech processor forwarding said audio message to a user.

20. Using its accused products, Amazon performed a method for allowing users to use
speech commands to obtain information from a pre-defined portion of a pre-selected web site in
audio format as specified by claim 1. Amazon accused products used to infringe claim 1 (and/or
any other claims in the patent) are herein collectively the “’190 accused products.” In the
following, infringement by way of an Amazon Echo device is illustrated to provide non-limiting
examples of Amazon’s infringement of the *190 patent.

21.  The 190 patent claim 1 begins, “A method for allowing users to use speech
commands to obtain information from a pre-defined portion of a pre-selected web site in audio
format, said method comprising the steps of.” As non-limiting examples, Amazon performed this

method using Amazon Echo smart speaker devices.

-7-
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22.  The Amazon Alexa system included the Alexa cloud based service and at least one
Alexa compatible remote device such as the Amazon Echo smart speaker. The Amazon Alexa
system performed a method for allowing users to use speech commands to obtain information from
a pre-defined portion of a pre-selected web site in audio format.

What Is Alexa?

Alexa is Amazon's cloud-based voice service available on hundreds of millions of devices from Amazon and
third-party device manufacturers, With Alexa, you can bulld natural voice experiences that offer customers 3
more intuitive way to interact with the technology they use every day. We offer a collection of tools, APls,
reference sclutions, and documentation to make it easier to build for Alexa

Start bullding for voice taday by creating Alexa skills, connecting Alexa to devices, or integrating Alexa directly
into your products, You can engage our Alexa Solution Provider network for a range of services including
strategy, pre-tested reference architectures and hardware, hardware and software development,
manufacturing, and go-to-market support

https://web.archive.org/web/20201111235237/https://developer.amazon.com/en-US/alexa
(Internet archive, Sep. 2019).
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https://web.archive.org/web/20200817142721/https://developer.amazon.com/en-US/alexa/alexa-
skills-kit/get-deeper (Internet archive, Mar. 2020)
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What is Amazon Echo?

Amazon Echo is designed around your voice. It's hands-free and always on. With seven microphones and
beam forming technology, Echo can hear you from across the room—even while music is playing. Echo is
also an expertly tuned speaker that can fill any room with immersive sound.

Echo connects to Alexa, a cloud-based voice semvice, to provide information, answer guestions, play music,
read the news, check sports scores or the weather, and more—instantly. All you have to do is ask. Echo begins
working as soon as it detects the wake word. You can pick Alexa or Amazon as your wake word.

...and adding new skills

We are always adding new capabilities to Eche. Recently, we've added local search from Yelp, streaming music from
Pandora, audiobooks from Audible, Google Calendar access, live sports scores and schedules, traffic reports,
Amazon_com re-ordering, control of smart home devices with WelMo, Philips Hue, SmartThings, Insteon, Wink, and

mare.

https://web.archive.org/web/20160131082954/http://www.amazon.com/Amazon-SK705DI-
Echo/dp/BO0X4WHPSE (Internet archive, Jun. 2015)
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23.  The *190 patent claim 1 further recites, in subsection (a), “(a) providing a computer
having a speech processor, said computer being operatively connected to the internet and to at least

one phone.” As non-limiting examples, Amazon provided a computer having a speech processor,


https://web.archive.org/web/20160131082954/http:/www.amazon.com/Amazon-SK705DI-Echo/dp/B00X4WHP5E
https://web.archive.org/web/20160131082954/http:/www.amazon.com/Amazon-SK705DI-Echo/dp/B00X4WHP5E
https://www.youtube.com/watch?v=VQVZ2hvNVfo
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said computer being operatively connected to the internet and to at least one phone that operated
with the Alexa Echo smart speakers.

24, For example, as shown below, the Amazon Alexa system included a computer
having a speech processor in the form of the Alexa Voice Service. The Amazon Alexa system

was also accessible by a phone application.

Alexa App

Echo doasnt stop working when you're away from home With the free companen app
on Fire OS. Andrand, 10S. and desktop browsers, you can easidy manage your alarms
music, shopping lists, and more

e d ANDROMD APP ON
a amazon g t;wﬁglc piay

& AppStore

https://web.archive.org/web/20160131082954/http://www.amazon.com/Amazon-SK705DI-
Echo/dp/BO0X4WHPSE (Internet archive, Jun. 2015)

Alexa Architecture Overview
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https://web.archive.org/web/20201112015825/https://developer.amazon.com/en-
US/docs/alexa/custom-skills/understanding-custom-skills.html (Internet archive Nov. 2020)

Test your flash briefing skill

Next you test your Flash brefing skill by using the Alexs app or an Alexa-enabled device If you use & device, reginter the device to your Amazon developer atcount 3o the
skill appears an the divice

To test your fash briefing skill, use the followsng procedure
1. On the Test tab in the developer comole, choose Yes {the default) 1o enable testing for your skill
2. Fing your skill in the Alosa app, enable i, and then ask Alexa for your Mash brefing, Alexa reads o plays your content
3. Erable all of the feeds In your siill, and test them to make sure they all woek correctly

A When you are done testing your skill, choose Next.

https://web.archive.org/web/20201030024213/https://developer.amazon.com/en-
US/docs/alexal/flashbriefing/steps-to-create-a-flash-briefing-skill.html  (Internet archive Nov.
2020)

25.  The *190 patent claim 1 further recites, in subsection (b), “(b) providing a URL to
said computer, said URL indicating a pre-selected web site from which the information is to be
retrieved.” As non-limiting examples, Amazon provided a URL to the computer described above,

said URL indicating a pre-selected web site from which the information is to be retrieved.

-11-
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26. For example, a skill developer provided a URL to the Amazon Alexa system that
indicated a pre-selected web site where information was be retrieved. For example, the Tide Pool
skill retrieved a portion of the information from the web site at the URL

http://tidesandcurrents.noaa.gov/. Amazon similarly acted as a skill developer for its own Amazon-

created skills.

A user would say something like:

User: Alexa, get high tide for Seattle from Tide Pooler
(In this example, the ftolicized words form the sample utterance you have defined, while the invocation name is
shown in bold).

Speaking this to an Alexa-enabled device does the following:

1. The user's speech is streamed to the Alexa service in the cloud.
2. Alexa recognizes that this request represents the OneshotTidelntent Intent for the “Tide Pooler” skill

3. Alexa structures this information into a request (specifically an IntentRequest in this example) and sends this
request to the service defined for Tide Pooler. The request includes the value "seattle” as the "City".

4. The Tide Pooler service gets the request and takes an appropriate action (looking up tide information for the
current date in Seattie from http://tidesandcurrents.noaa.gov/)

5. Tide Pooler sends the Alexa service a structured response with the text to speak to the user

6. The Alexa-enabled device speaks the response back to the user:

Tide Pooler: Today In Seattle, the first high tide will be around 1:42 In the moming, and will peak at about 10 feet...

https://web.archive.org/web/20201112015825/https://developer.amazon.com/en-
US/docs/alexa/custom-skills/understanding-custom-skills.html (Internet archive Nov. 2020)

27.  The *190 patent claim 1 further recites, in subsection (c), “(c) using said computer
to designate a pre-defined portion of the pre-selected web site which contains the information to
be retrieved.” As non-limiting examples, Amazon used the computer described above to designate
a pre-defined portion of the pre-selected web site which contains the information to be retrieved.

28. For example, a skill developer provided code/instructions to the Amazon Alexa
system that designated a pre-defined portion of the pre-selected web site which contained the
information to be retrieved. The Tide Pool skill accesses a portion of the web site at

http://tidesandcurrents.noaa.gov/. Amazon similarly acted as a skill developer for its own Amazon-

created skills.

-12-


http://tidesandcurrents.noaa.gov/
https://web.archive.org/web/20201112015825/https:/developer.amazon.com/en-US/docs/alexa/custom-skills/understanding-custom-skills.html
https://web.archive.org/web/20201112015825/https:/developer.amazon.com/en-US/docs/alexa/custom-skills/understanding-custom-skills.html
http://tidesandcurrents.noaa.gov/

Case 1:23-cv-00190-GBW Document 1 Filed 02/17/23 Page 13 of 135 PagelD #: 156

A user would say something like:

User: Alexa, get high tide for Seattle from Tide Pooler
(In this example, the ftalicized words form the sample utterance you have defined, while the invocation name is
shown in bold).

Speaking this to an Alexa-enabled device does the following:

—

. The user's speech is streamed to the Alexa service in the cloud.
2. Alexa recognizes that this request represents the OneshotTidelntent Intent for the “Tide Pooler” skill

3. Alexa structures this information into a request (specifically an IntentRequest in this example) and sends this
request to the service defined for Tide Pooler. The request includes the value "seattle” as the "City"

4. The Tide Pooler service gets the request and takes an appropriate action (looking up tide information for the
current date in Seattle from http://tidesandcurrents.noaa.gov/)

v

Tide Pooler sends the Alexa service a structured response with the text to speak to the user

6. The Alexa-enabled device speaks the response back to the user:

Tide Pooler: Today in Seattle, the first high tide will be around 1:42 In the moming, and will peak at about 10 feet...

https://web.archive.org/web/20201112015825/https://developer.amazon.com/en-
US/docs/alexa/custom-skills/understanding-custom-skills.html (Internet archive Nov. 2020)

29.  The ’190 patent claim 1 further recites, in subsection (d), “(d) using said computer
to identify a named object associated with the content of the information to be retrieved.” As non-
limiting examples, Amazon used the computer described above to identify a named object
associated with the content of the information to be retrieved.

30.  Oninformation and belief, a skill developer (such as the Tide Pool skill developer)
provided code/instructions to the Amazon Alexa system that identified a named object associated
with the content of the information to be retrieved. Amazon similarly acted as a skill developer for
its own Amazon-created skills.

31.  The ’190 patent claim 1 further recites, in subsection (e), “(e) using said computer
to generate a regular expression based on said pre-defined portion of said pre-selected web site
and said named object, said regular expression corresponding to said content of said information
to be retrieved, wherein said regular expression is a text string used for describing a search pattern.”
As non-limiting examples, Amazon used the computer described above to generate a regular

expression based on said pre-defined portion of said pre-selected web site and said named object,

-13-
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said regular expression corresponding to said content of said information to be retrieved, wherein
said regular expression is a text string used for describing a search pattern.

32.  On information and belief, a skill developer, such as at Amazon, provided
code/instructions to the Amazon Alexa system that generated and used a regular expression
associated with the content of the information to be retrieved.

33.  The *190 patent claim 1 further recites, in subsection (f), “(f) providing a speech
command to said speech processor, said speech command corresponding to said regular
expression.” As non-limiting examples, Amazon provided a speech command to said speech
processor, said speech command corresponding to said regular expression.

34, For example, a skill developer at Amazon provided sample utterances. On

information and belief, the sample utterances corresponded to said regular expression.

Components of a Custom Skill

When designing and building a custom skill, you create the following:
» A set of intents that represent actions that users can do with your skill. These intents represent the core
functionality for your skill.

» A set of sample utterances that specify the words and phrases users can say to Invoke those intents. You map these
utterances to your intents, This mapping forms the interaction model for the skill,

= An invecation name that identifies the skill. The user includes this name when initiating a conversation with your
skill.

« If applicable, a set of images, audio files, and video files that you want to include in the skill. These must be stored
on a publicly accessible site so that each item is accessible by a unique URL.

» A cloud-based service that accepts these intents as structured requests and then acts upon them. This service must
be accessible over the Internet. You provide an endpoint for your service when configuring the skill.

« A configuration that brings all of the above together so that Alexa can route requests to the service for your skill.
You create this configuration in the developer console

-14-
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For example, a skill for getting tide information might define an intent called oneshotTideIntent to represent the user's
request to look up tide information for a particular coastal city.

This Intent would be mapped to several sample utterances such as;

https://web.archive.org/web/20201112015825/https://developer.amazon.com/en-
US/docs/alexa/custom-skills/understanding-custom-skills.html (Internet archive Nov. 2020)

35.  The *190 patent claim 1 further recites, in subsection (g), “(g) said speech processor
converting said speech command to a digital-form command.” As non-limiting examples,
Amazon’s speech processor converted said speech command to a digital-form command.

36. For example, a skill developer provided intents as a digital-form command.

Components of a Custom Skill

When designing and building a custom skill, you create the following:
» A set of intents that represent actions that users can do with your skill. These intents represent the core
functionality for your skill.

» A set of sample utterances that specify the words and phrases users can say to Invoke those intents. You map these
utterances to your intents, This mapping forms the interaction model for the skill,

= An invecation name that identifies the skill. The user includes this name when initiating a conversation with your
skill.

« If applicable, a set of images, audio files, and video files that you want to include in the skill. These must be stored
on a publicly accessible site so that each item is accessible by a unique URL.

» A cloud-based service that accepts these intents as structured requests and then acts upon them. This service must
be accessible over the Internet. You provide an endpoint for your service when configuring the skill.

« A configuration that brings all of the above together so that Alexa can route requests to the service for your skill.
You create this configuration in the developer console
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For example, a skill for getting tide information might define an intent called oneshotTideIntent to represent the user's
request to look up tide information for a particular coastal city.

This Intent would be mapped to several sample utterances such as;

https://web.archive.org/web/20201112015825/https://developer.amazon.com/en-
US/docs/alexa/custom-skills/understanding-custom-skills.html (Internet archive Nov. 2020)

37.  The 190 patent claim 1 further recites, in subsection (h), “(h) said computer
receiving said digital-form command from said speech processor, said computer assigning said
regular expression to said digital-form command.” As non-limiting examples, Amazon’s computer
received said digital-form command from said speech processor, and said computer assigned said
regular expression to said digital-form command.

38.  Oninformation and belief, Amazon assigned the Amazon Alexa regular expression
to a digital form command.

39.  The 190 patent claim 1 further recites, in subsection (i), “(i) after steps (a) through
(h) are completed, transmitting an audio speech command to said speech processor, said speech
command corresponding to said regular expression.” As non-limiting examples, Amazon, after
having completed steps (a) through (h), transmitted an audio speech command to said speech
processor, said speech command corresponding to said regular expression.

40.  On information and belief, an Amazon Alexa speech command corresponded to
said regular expression. For example, the user request (speech command) was transmitted to the

Alexa system AVS.
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https://web.archive.org/web/20201112015825/https://developer.amazon.com/en-
US/docs/alexa/custom-skills/understanding-custom-skills.html (Internet archive Nov. 2020)

Conduct a Conversation with the User

A custom skill typically gets a question or other information from the user and then replies with an answer or some action,
such as ordering a car or a pizza. Users can invoke your skill by using your invocation name in combination with sample
utterances and phrases defined by Alexa:

« Alexa, Get high tide for seattle from Tide Pooler
« Alexa, Ask Recipes how do | make an omelet?
« Alexa, Ask Daily Horoscopes about Taurus

* Alexa, Give ten points to Stephen using Score Keeper
Users can also start interacting with a skill without providing any specific question or request;

* Alexa, Open Tide Pooler
« Alexa, Talk to Recipes

* Alexa, Play Trivia Master
« Alexa, Start Score Keeper

Users may use this option if they don’t know or can't remember the exact request they want to make. In this case, the skill
normally returns a welcome message that provides users brief help on how to use the skill,

In the above examples, the bolded words are defined by the Alexa service, while the italicized words are sample utterances
defined for the skill.

If your skill needs more information to complete a request, you can have a back-and-forth conversation with the user:

User: Alexa, get high tide from Tide Pooler (Although ‘get high tide’ maps to the OneshotTideintent  the user didn't
specify the city. Tide Pooler needs to collect this information to continue.)

Tide Pooler: Tide information for what city? (Alexa is now listening for the user's response. For a device with a light
ring, like an Amazon Echo, the device lights up to give a visual cue)

User: Seattle

Tide Pooler: Today in Seattle, the first high tide will be at...

Interaction ends

https://web.archive.org/web/20201112015825/https://developer.amazon.com/en-
US/docs/alexa/custom-skills/understanding-custom-skills.html (Internet archive Nov. 2020)
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Figure 1: Alexa Skills Flow Chart

https://www.codemag.com/article/1805081/Building-an-Alexa-Skill-with-AWS-Lambda

41.  The ’190 patent claim 1 further recites, in subsection (j), “(j) said speech processor
converting said speech command to said digital-form command.” As non-limiting examples,
Amazon’s speech processor converted said speech command to said digital-form command.

42. For example, the Amazon intents were a digital-form command.

Components of a Custom Skill

When designing and building a custom skill, you create the following:
« A set of intents that represent actions that users can do with your skill. These intents represent the core
functionality for your skill,

» A set of sample utterances that specify the words and phrases users can say to Invoke those intents. You map these
utterances to your intents, This mapping forms the interaction model for the skill,

= An invecation name that identifies the skill. The user includes this name when initiating a conversation with your
skill.

« If applicable, a set of images, audio files, and video files that you want to include in the skill. These must be stored
on a publicly accessible site so that each item is accessible by a unique URL.

* A cloud-based service that accepts these intents as structured requests and then acts upon them. This service must
be accessible over the Internet. You provide an endpoint for your service when configuring the skill.

« A configuration that brings all of the above together so that Alexa can route requests to the service for your skill.
You create this configuration in the developer console
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For example, a skill for getting tide information might define an intent called oneshotTideIntent to represent the user's
request to look up tide information for a particular coastal city.

This Intent would be mapped to several sample utterances such as;

https://web.archive.org/web/20201112015825/https://developer.amazon.com/en-
US/docs/alexa/custom-skills/understanding-custom-skills.html (Internet archive Nov. 2020)

43.  The *190 patent claim 1 further recites, in subsection (k), “(k) said computer
receiving said digital-form command from said speech processor.” As non-limiting examples,
Amazon’s computer received said digital-form command from said speech processor.

44, For example, the Amazon intents were a digital-form command.

Components of a Custom Skill

When designing and building a custom skill, you create the following:
» A set of intents that represent actions that users can do with your skill. These intents represent the core
functionality for your skill,

» A set of sample utterances that specify the words and phrases users can say to Invoke those intents. You map these
utterances to your intents, This mapping forms the interaction model for the skill,

= An invecation name that identifies the skill. The user includes this name when initiating a conversation with your
skill.

« If applicable, a set of images, audio files, and video files that you want to include in the skill. These must be stored
on a publicly accessible site so that each item is accessible by a unique URL.

* A cloud-based service that accepts these intents as structured requests and then acts upon them. This service must
be accessible over the Internet. You provide an endpoint for your service when configuring the skill.

« A configuration that brings all of the above together so that Alexa can route requests to the service for your skill.
You create this configuration in the developer console
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For example, a skill for getting tide information might define an intent called DneshotTideIntent to represent the user's
request to look up tide information for a particular coastal city.

This intent would be mapped to several sample utterances such as;

https://web.archive.org/web/20201112015825/https://developer.amazon.com/en-
US/docs/alexa/custom-skills/understanding-custom-skills.html (Internet archive Nov. 2020)

tion) € Continued Interaction

Figure 1: Alexa Skills Flow Chart

https://www.codemag.com/article/1805081/Building-an-Alexa-Skill-with-AWS-Lambda

45.  The ’190 patent claim 1 further recites, in subsection (I), “(l) said computer
retrieving said regular expression corresponding to said digital-form command.” As non-limiting
examples, on information and belief, Amazon’s computer retrieved said regular expression
corresponding to said digital-form command.

46.  The 190 patent claim 1 further recites, in subsection (m), “(m) said computer
retrieving the information from the pre-defined portion of the pre-selected web site corresponding
to said regular expression when the requested information is found in the pre-defined portion of
the pre-selected website.” As non-limiting examples, Amazon’s computer retrieved the

information from the pre-defined portion of the pre-selected web site corresponding to said regular
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expression when the requested information is found in the pre-defined portion of the pre-selected
website.

47. On information and belief, the Amazon Alexa system retrieved information from
the pre-defined portion of the pre-selected web site that corresponded to said regular expression.
The particular Alexa skill retrieved a pre-defined portion of the pre-selected web site.

48. For example, the Tide Pool skill accesses a portion of the web page at

http://tidesandcurrents.noaa.gov/. Amazon similarly acted as a skill developer for its own Amazon-

created skills.

A user would say something like:

User: Alexa, get high tide for Seattle from Tide Pooler
(In this example, the ftolicized words form the sample utterance you have defined, while the invocation name is
shown in bold).

Speaking this to an Alexa-enabled device does the following:

1. The user’'s speech is streamed to the Alexa service in the cloud.
2. Alexa recognizes that this request represents the OneshotTidelntent Intent for the “Tide Pooler” skill.

3. Alexa structures this information into a request (specifically an IntentRequest in this example) and sends this
request to the service defined for Tide Pooler. The request includes the value "seattle” as the "City".

4. The Tide Pooler service gets the request and takes an appropriate action (looking up tide information for the
current date in Seattle from http://tidesandcurrents.noaa.gov/).

n

Tide Pooler sends the Alexa service a structured response with the text to speak to the user.

6. The Alexa-enabled device speaks the response back to the user:

Tide Pooler: Today In Seattle, the first high tide will be around 1:42 In the moming, and will peak at about 10 feet...

https://web.archive.org/web/20201112015825/https://developer.amazon.com/en-
US/docs/alexa/custom-skills/understanding-custom-skills.html (Internet archive Nov. 2020)
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Figure 1: Alexa Skills Flow Chart
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49.  The *190 patent claim 1 further recites, in subsection (n), “(n) said computer
searching said pre-selected web site for said named object when the requested information is not
found in the pre-defined portion of the pre-selected web site.” As non-limiting examples, on
information and belief, Amazon’s computer searched said pre-selected web site for said named
object when the requested information was not found in the pre-defined portion of the pre-selected
web site.

50.  The 190 patent claim 1 further recites, in subsection (0), “(0) said computer
providing said retrieved information to said speech processor.” As non-limiting examples,
Amazon’s computer provided said retrieved information to said speech processor.

51. For example, the Tide Pool skill provided the retrieved information to the AVS.

http://tidesandcurrents.noaa.gov/. Amazon similarly acted as a skill developer for its own Amazon-

created skills.
0] The API call would be an instruction
(i) The Alexa skill would process the returned information from the website to

extract/format the requested information.
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A user would say something like:

User: Alexa, get high tide for Seattle from Tide Pooler
(In this example, the ftolicized words form the sample utterance you have defined, while the invocation name is
shown in bold).

Speaking this to an Alexa-enabled device does the following:

1. The user’'s speech is streamed to the Alexa service in the cloud.
2. Alexa recognizes that this request represents the OneshotTidelntent Intent for the “Tide Pooler” skill

3. Alexa structures this information into a request (specifically an IntentRequest in this example) and sends this
request to the service defined for Tide Pooler. The request includes the value "seattle” as the "City".

4. The Tide Pooler service gets the request and takes an appropriate action (looking up tide information for the
current date in Seattle from http://tidesandcurrents.noaa.gov/).

5. Tide Pooler sends the Alexa service a structured response with the text to speak to the user.

6. The Alexa-enabled device speaks the response back to the user:

Tide Pooler: Today in Seattle, the first high tide will be around 1:42 In the moming, and will peak at about 10 feet...

https://web.archive.org/web/20201112015825/https://developer.amazon.com/en-
US/docs/alexa/custom-skills/understanding-custom-skills.html (Internet archive Nov. 2020)

52.  The’190 patent claim 1 further recites, in subsection (p), “(p) said speech processor
converting said retrieved information into an audio message.” As non-limiting examples,
Amazon’s speech processor converted said retrieved information into an audio message.

53. For example, the Alexa Voice Service included a speech-synthesis engine, where

the Alexa Voice Service converted the returned text to speech.
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https://web.archive.org/web/20201112015825/https://developer.amazon.com/en-
US/docs/alexa/custom-skills/understanding-custom-skills.html (Internet archive Nov. 2020)

Conduct a Conversation with the User

A custom skill typically gets a question or other information from the user and then replies with an answer or some action,
such as ordering a car or a pizza. Users can invoke your skill by using your invocation name in combination with sample
utterances and phrases defined by Alexa:

« Alexa, Get high tide for seattle from Tide Pooler
« Alexa, Ask Recipes how do | make an omelet?
« Alexa, Ask Daily Horoscopes about Taurus

* Alexa, Give ten points to Stephen using Score Keeper
Users can also start interacting with a skill without providing any specific question or request;

* Alexa, Open Tide Pooler
« Alexa, Talk to Recipes
* Alexa, Play Trivia Master

« Alexa, Start Score Keeper

Users may use this option if they don’t know or can't remember the exact request they want to make. In this case, the skill
normally returns a welcome message that provides users brief help on how to use the skill,

In the above examples, the bolded words are defined by the Alexa service, while the italicized words are sample utterances
defined for the skill

If your skill needs more information to complete a request, you can have a back-and-forth conversation with the user:

User: Alexa, get high tide from Tide Pooler (Although ‘get high tide' maps to the OneshotTideintent  the user didn't
specify the city. Tide Pooler needs to collect this information to continue.)

Tide Pooler: Tide information for what city? (Alexa is now listening for the user's response. For a device with a light
ring, like an Amazon Echo, the device lights up to give a visual cue)

User: Seattle

Tide Pooler: Today in Seattle, the first high tide will be at...

[nteraction ends

https://web.archive.org/web/20201112015825/https://developer.amazon.com/en-
US/docs/alexa/custom-skills/understanding-custom-skills.html (Internet archive Nov. 2020)

54.  The’190 patent claim 1 further recites, in subsection (q), ““(q) said speech processor
forwarding said audio message to a user.” As non-limiting examples, Amazon’s speech processor
forwarded said audio message to a user.

55. For example, the Alexa Voice Service included a speech-synthesis engine, where

the Alexa Voice Service converted the returned text to speech and transmitted it to the user.
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https://web.archive.org/web/20201112015825/https://developer.amazon.com/en-
US/docs/alexa/custom-skills/understanding-custom-skills.html (Internet archive Nov. 2020)

56. For example, the Tide Pool skill accesses a portion of the web page at

http://tidesandcurrents.noaa.gov/. Amazon similarly acted as a skill developer for its own Amazon-

created skills.

A user would say something like:

User: Alexa, get high tide for Seattie from Tide Pooler
(In this example, the ftalicized words form the sample utterance you have defined, while the invocation name is
shown in bold)

Speaking this to an Alexa-enabled device does the following

1. The user’s speech is streamed to the Alexa service in the cloud.
2. Alexa recognizes that this request represents the OneshotTidelIntent intent for the "Tide Pooler” skill

3. Alexa structures this information into a request (specifically an IntentRequest in this example) and sends this
request to the service defined for Tide Pooler. The request includes the value “seattle” as the "City”

4. The Tide Pooler service gets the request and takes an appropriate action (looking up tide information for the
current date in Seattie from http://tidesandcurrents.noaa.gov/).

W

. Tide Pooler sends the Alexa service a structured response with the text to speak to the user.

6. The Alexa-enabled device speaks the response back to the user:

Tide Pooler: Today In Seattle, the first high tide will be around 1:42 in the moming, and will peak at about 10 feet...

https://web.archive.org/web/20201112015825/https://developer.amazon.com/en-
US/docs/alexa/custom-skills/understanding-custom-skills.html (Internet archive Nov. 2020)

57.  The above provides non-limiting examples of Amazon’s infringement of claim 1
of the 190 patent. As asserted in this action, Amazon infringes additional claims in the *190 patent,
with the specific infringement contentions to be presented in discovery per the Court’s procedure.

COUNT TWO: PATENT INFRINGEMENT OF THE °992 PATENT

58.  Parus incorporates by reference the preceding paragraphs as if fully stated herein.

59.  Claim 1 of the *992 patent is reproduced below:

1. A method for retrieving information from an information source using speech
commands by a user provided via an electronic communication device, said
method comprising steps of:

receiving a speech command from the user via the electronic

communication device at a speech recognition engine coupled to a media
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server, the media server configured to identify and access the information
source via a network, wherein the speech recognition engine selects
recognition grammar established to correspond to the speech command and
wherein the information source is periodically updated with information;

selecting, by the media server, at least one appropriate information source
retrieval instruction corresponding to the recognition grammar established
for the speech command, wherein the at least one appropriate information
source retrieval instruction is stored in a database associated with the server;

accessing, by a web browsing server, a portion of the information source
including only a portion of information previously identified by the user of
interest to the user by using a clipping client to separate the portion of the
information from other information, wherein the clipping client generates a
content descriptor file containing a description of content of the portion of
information and wherein the content descriptor file indicates where the
portion of the information selected is located within the information source

and retrieving only the portion of the information according to the at least
one appropriate information source retrieval instruction;

converting the information retrieved from said information source into an
audio message by a speech synthesis engine, the speech synthesis engine
coupled to the media server; and

transmitting said audio message to the electronic communication device for
the user.

60. Using its accused products, Amazon performed a method for retrieving information
from an information source using speech commands by a user provided via an electronic
communication device as specified by claim 1. Amazon accused products used to infringe claim 1
(and/or any other claims in the patent) are herein collectively the “*992 accused products.” In the
following, infringement by way of an Amazon Echo device is illustrated to provide non-limiting
examples of Amazon’s infringement of the *992 patent.

61.  The ’992 patent claim 1 begins, “A method for retrieving information from an
information source using speech commands by a user provided via an electronic communication
device, said method comprising steps of:” As non-limiting examples, Amazon performed this

method using Amazon Echo smart speaker devices.
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62.  The Amazon Alexa system included the Alexa cloud based service and at least one
Alexa compatible remote device such as the Amazon Echo smart speaker. The Amazon Alexa
system performed a method for retrieving information from an information source using speech
commands by a user provided via an electronic communication device.

What Is Alexa?

Alexa is Amazon's cloud-based voice service available on hundreds of millions of devices from Amazon and
third-party device manufacturers, With Alexa, you can bulld natural voice experiences that offer customers 3
more intuitive way to interact with the technology they use every day. We offer a collection of tools, APIs,
reference sclutions, and documentation to make it easier to build for Alexa

Start bullding for voice taday by creating Alexa skills, connecting Alexa to devices, or integrating Alexa directly
into your products. You can engage our Alexa Solution Provider network for a range of services including
strategy, pre-tested reference architectures and hardware, hardware and software development,
manufacturing, and go-to-market support

https://web.archive.org/web/20201111235237/https://developer.amazon.com/en-US/alexa
(Internet archive, Sep. 2019)

ASK Features by Skill Type
Skill Type | Custom | SmartMosme | Flash Brisfing | Music Skitl Videa Skills Lduscation
Skills | Skills Skilts Shills
Creato your Build voico | Frovide Enable Erablo Enable
own vore forwerd costamers with Tstomerns to custonvers to parents and
eapenence products for News stresmn your stream your stucents to
unarn hems hoadoec msic catalog video cataleg nquest
and voice infeemation
enabile them avout school
Custom Fre-bullt Pre.built Fre-buitt Pre-bolt Pre-built
(rvwloper (Amazan- (Amazon. (Amaron- (Amazon- (Aemrazon-
fi | fined] fired | dufined] defirwd) defined)
Custom Smart Home Fleh Briefing Music Skill Video Skl Fducation
(basod on Skl APy Sk AR AP| AP Skl AP
Interaction
model)
+ )
Text to Device control RSS feed Music stream Video stresm Student
Apeech, pre- readout Ieformation
recesdud
sudio,
muttimodal
diwploy

https://web.archive.org/web/20200817142721/https://developer.amazon.com/en-US/alexa/alexa-
skills-kit/get-deeper (Internet archive, Mar. 2020)
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What is Amazon Echo?

Amazon Echo is designed around your voice. It's hands-free and always on. With seven microphones and
beam forming technology, Echo can hear you from across the room—even while music is playing. Echo is
also an expertly tuned speaker that can fill any room with immersive sound.

Echo connects to Alexa, a cloud-based voice semvice, to provide information, answer questions, play music,
read the news, check sports scores or the weather, and maore—instantly. All you have to do is ask. Echo begins
working as soon as it detects the wake word. You can pick Alexa or Amazon as your wake word.

...and adding new skills

We are always adding new capabilities to Eche. Recently, we've added local search from Yelp, streaming music from
Pandora, audiobooks from Audible, Google Calendar access, live sports scores and schedules, traffic reports,
Amazon_com re-ordering, control of smart home devices with WelMo, Philips Hue, SmartThings, Insteon, Wink, and

mare.

https://web.archive.org/web/20160131082954/http://www.amazon.com/Amazon-SK705DI-

Echo/dp/BO0X4WHPSE (Internet archive, Jun. 2015)

Alexa Architecture Overview
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Resp Voice Stream

+ Alsxa converts the retumed
toxt 1o speech o,
+ Btreams 10 Echo/Dot devics Rt
AWS Lambda
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Alexa Voice Service (AVS)
Cloud|

Source: https://www.youtube.com/watch?v=VVQVZ2hvNVfo

63.  The ’992 patent claim 1 further recites, in its first subsection, “receiving a speech

command from the user via the electronic communication device at a speech recognition engine
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coupled to a media server, the media server configured to identify and access the information
source via a network, wherein the speech recognition engine selects recognition grammar
established to correspond to the speech command and wherein the information source is
periodically updated with information.” As non-limiting examples, Amazon’s speech recognition
engine coupled to its media server received a speech command from the user via the electronic
communication device, the media server configured to identify and access the information source
via a network, wherein the speech recognition engine selects recognition grammar established to
correspond to the speech command and wherein the information source is periodically updated
with information.

64.  For example, the Alexa Voice Service included a speech recognition engine. The

Alexa Skills and AWS Lambda were included in a media server.

Alexa Architecture Overview

| o o Your custom Algaa skl receives
RN + Idereties skl name 1he req.

+ Anadyres & understdads Sie req * Procosses the req. and returns text
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+ Alsxa converts the retumed
lox1 1o speech M
+ Streams 10 Echo/Dot devics e
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Alexa Voice Service (AVS) | as e
Cloud|

Source: https://www.youtube.com/watch?v=VVOQVZ2hvNVfo
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Customer Alexa _
Customer asks Alexa identifies your Your service
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command customer's request, returns a text
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user's request
3 Customer Alexa converts the
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response from speech and streams
Alexa’s voice it to the device
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| a graphical . representation (if any) .
- representation is rendered in the
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User Interaction Flow

https://web.archive.org/web/20201112015825/https://developer.amazon.com/en-
US/docs/alexa/custom-skills/understanding-custom-skills.html (Internet archive Nov. 2020)

65.  The particular Alexa skill accessed a website containing the information of interest.
For example, the Tide Pooler skill accessed the noaa.gov website. Amazon similarly acted as a

skill developer for its own Amazon-created skills.
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A user would say something like:

User: Alexa, get high tide for Seattle from Tide Pooler
(In this example, the ftalicized words form the sample utterance you have defined, while the invocation name Is
shown in bold).

Speaking this to an Alexa-enabled device does the following:

1. The user’'s speech is streamed to the Alexa service in the cloud.
2. Alexa recognizes that this request represents the OneshotTideIntent intent for the “Tide Pooler” skill.

3. Alexa structures this information into a request (specifically an IntentRequest in this example) and sends this
request to the service defined for Tide Pooler. The request includes the value "seattle” as the "City".

4. The Tide Pooler service gets the request and takes an appropriate action (looking up tide information for the
current date in Seattle from http.//tidesandcurrents.noaa.gov/).

5. Tide Pooler sends the Alexa service a structured response with the text to speak to the user.
6. The Alexa-enabled device speaks the response back to the user:

Tide Pooler: Today in Seattle, the first high tide will be around 1:42 In the moming, and will peak at about 10 feet...

https://web.archive.org/web/20201112015825/https://developer.amazon.com/en-
US/docs/alexa/custom-skills/understanding-custom-skills.html (Internet archive Nov. 2020)

66.  Also, for example, the Amazon AWS Lambda service provided for online

information lookup.

Host the Cloud-Based Service for Your Skill

You can host your service in AWS Lambda or as a web service hosted on your own endpoint.

AWS Lambda (an Amazon Web Services offering) is a service that lets you run code in the cloud without managing servers.
Alexa sends your Lambda function user requests and your code can inspect the request, take any necessary actions (such as
looking up information online) and then send back a response. You can write Lambda functions in Node.js, Java, Python,
C#, or Go. This is generally the easiest way to host the service for a skill.

Alternatively, you can write a web service and host [t with any cloud hosting provider, The web service must accept requests
over HTTPS. In this case, Alexa sends requests to your web service and your service takes any necessary actions and then
sends back a response. You can write your web service in any language.
Learn more about using Lambda for a skill:

o Create a Lambda Function for a Skill

Learmn more about using a web service for a skill:

¢ Hosting a Custom Skill as a Web Service

https://web.archive.org/web/20201112015825/https://developer.amazon.com/en-
US/docs/alexa/custom-skills/understanding-custom-skills.html (Internet archive Nov. 2020)

-34-


https://web.archive.org/web/20201112015825/https:/developer.amazon.com/en-US/docs/alexa/custom-skills/understanding-custom-skills.html
https://web.archive.org/web/20201112015825/https:/developer.amazon.com/en-US/docs/alexa/custom-skills/understanding-custom-skills.html
https://web.archive.org/web/20201112015825/https:/developer.amazon.com/en-US/docs/alexa/custom-skills/understanding-custom-skills.html
https://web.archive.org/web/20201112015825/https:/developer.amazon.com/en-US/docs/alexa/custom-skills/understanding-custom-skills.html

Case 1:23-cv-00190-GBW Document 1 Filed 02/17/23 Page 35 of 135 PagelD #: 178

D USER USER
2 (Command/Question) Continued Interaction Hears fesponse
. L 5
3 = = 1
< ALEXA ALEXA ALEXA ALEXA ALEXA
; Converts speech to text > Identifies skill " #1  Routes to skill service Converts text to speech, » Updates companion app |
< ; endpoint via HTTP POST Reads back to uset
- SKiu SKILL
= Process request —  Return text to Alexa
A

Figure 1: Alexa Skills Flow Chart

https://www.codemag.com/article/1805081/Building-an-Alexa-Skill-with-AWS-Lambda

67. Further, the Alexa Voice Service selected from particular sample utterances.

Components of a Custom Skill

When designing and building a custom skill, you create the following:
« A set of intents that represent actions that users can do with your skill. These intents represent the core
functionality for your skill.

= A set of sample utterances that specify the words and phrases users can say to Invoke those intents. You map these
utterances to your intents, This mapping forms the interaction model for the skill,

= An invecation name that identifies the skill. The user includes this name when initiating a conversation with your
skill.

« If applicable, a set of images, audio files, and video files that you want to include in the skill. These must be stored
on a publicly accessible site so that each item is accessible by a unique URL.

* A cloud-based service that accepts these intents as structured requests and then acts upon them. This service must
be accessible over the Internet. You provide an endpoint for your service when configuring the skill.

« A configuration that brings all of the above together so that Alexa can route requests to the service for your skill.
You create this configuration in the developer console.

For example, a skill for getting tide information might define an intent called oneshotTideIntent to represent the user's
request to look up tide information for a particular coastal city.

This Intent would be mapped to several sample utterances such as;

get hig

https://web.archive.org/web/20201112015825/https://developer.amazon.com/en-
US/docs/alexa/custom-skills/understanding-custom-skills.html (Internet archive Nov. 2020)
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68.  The particular Alexa skill accessed a website containing the information of interest.
For example, the Tide Pooler skill accessed the noaa.gov website which was periodically updated
with tide information. Amazon similarly acted as a skill developer for its own Amazon-created

skills.

A user would say something like:

User: Alexa, get high tide for Seattle from Tide Pooler
(In this example, the ftolicized words form the sample utterance you have defined, while the invocation name is
shown in bold).

Speaking this to an Alexa-enabled device does the following:

1. The user’'s speech is streamed to the Alexa service in the cloud.
2. Alexa recognizes that this request represents the OneshotTidelntent Intent for the “Tide Pooler” skill.

3. Alexa structures this information into a request (specifically an IntentRequest in this example) and sends this
request to the service defined for Tide Pooler. The request includes the value "seattle® as the "City".

4. The Tide Pooler service gets the request and takes an appropriate action (looking up tide information for the
current date in Seattle from http://tidesandcurrents.noaa.gov/).

5. Tide Pooler sends the Alexa service a structured response with the text to speak to the user.

6. The Alexa-enabled device speaks the response back to the user:

Tide Pooler: Today in Seattle, the first high tide will be around 1:42 In the moming, and will peak at about 10 feet...

https://web.archive.org/web/20201112015825/https://developer.amazon.com/en-
US/docs/alexa/custom-skills/understanding-custom-skills.html (Internet archive Nov. 2020)

69. Further, for example, the Amazon AWS Lambda service provided for online

information lookup from sources that were periodically updated.
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Host the Cloud-Based Service for Your Skill

You can host your service in AWS Lambda or as a web service hosted on your own endpoint.

AWS Lambda (an Amazon Web Services offering) is a service that lets you run code in the cloud without managing servers,
Alexa sends your Lambda function user requests and your code can inspect the request, take any necessary actions (such as
looking up information online) and then send back a response. You can write Lambda functions in Node.js, Java, Python,
C#, or Go. This is generally the easiest way to host the service for a skill.

Alternatively, you can write a web service and host [t with any cloud hosting provider, The web service must accept requests
over HTTPS. In this case, Alexa sends requests to your web service and your service takes any necessary actions and then
sends back a response. You can write your web service in any language.
Learn more about using Lambda for a skill:

o Create a Lambda Function for a Skill

Leam more about using a web service for a skill:

¢ Hosting a Custom Skill as a Web Service

https://web.archive.org/web/20201112015825/https://developer.amazon.com/en-
US/docs/alexa/custom-skills/understanding-custom-skills.html (Internet archive Nov. 2020)

70.  Therecognition grammar used by Amazon is described in Amazon’s developer site.

https://developer.amazon.com/ja-JP/docs/alexa/alexa-gadgets-toolkit/receive-voice-input.html

Understand How Users Interact with
Skills

When a user speaks to a device with Alexa, the speech is streamed to the Alexa service in the cloud. Alexa
recognizes the speech, determines what the user wants, and then sends a structured request to the particular
skill that can fulfill the user’s request. All speech recognition and conversion is handled by Alexa in the cloud.

Every Alexa skill has an interaction model defining the words and phrases users can say to make the skill do
what they want. This model determines how Alexa communicates with your users.

https://web.archive.org/web/20190610015215/https://developer.amazon.com/docs/ask-
overviews/understanding-how-users-interact-with-skills.html (Internet archive Jun. 2019)
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High-level Steps to Create the Interaction
Model and Dialog Model

The developer console is designed around defining each intent, its slots, its utterances, and (optionally) the
prompts Alexa uses when conversing with the user to collect and confirm the slot values.

Once you know an intent you want to create for your skill, complete the following high-level steps in the
developer console. Click the link in each step for more details.

-

. Create or edit a skill that includes the custom interaction model.

. Create an intent and write some initial utterances. An intent represents a specific user request (for
example, PlantyTrip intent for gathering information about a trip to save in a list).

~N

w

Review your initial utterances and identify the words or phrases that represent variable information.
Create new intent slots for these words and replace the words with slot notation in the utterances.

Choose or create the appropriate slot types for the slots you have identified.

. For each intent slot, determine whether the slot value is required in order to fulfill the request. Write the
prompts and utterances Alexa uses in the conversation to elicit the slot

w

6. For each required slot, determine whether the user must explicitly confirm the slot value before your skill
completes the request. Write the prompts Alexa should use to ask for confirmation.

N

For each slot (required or not), determine whether you need to define validation rules to guide users to
provide acceptable values, Set up the rules and write the prompts Alexa should use to ask for corrected
values.

8. For the entire intent, decide whether the user must explicitly confirm the action before your skill
completes the request. Write the prompts Alexa should use to ask for confirmation.

9. When you are finished defining the intents, save and build the interaction model and dialog model.
If you include any of the dialog model components (required slots, slot confirmation, intent confirmation, or
slot validation rules) your code needs to return the Dialog.Delegate directive to let Alexa use your prompts to

ask the user for the required slots and confirmations. Also see About Managing the Conversation with the User
for other ways to collect and confirm user information.

https://web.archive.org/web/20190525122808/https://developer.amazon.com/docs/custom-
skills/create-the-interaction-model-for-your-skill.html (Internet archive May, 2019)
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|dentify the Slots for the Intent

Once you have written a few utterances, note the words or phrases that represent variable information. These
will become the intent’s slots. For example, in the utterances identified earlier, the variables are highlighted in

red.
1 am going ca a trip on friday
1 want to visit portiand
1 want to travel froe seattle to portland neas friday
1'® Oriving from seattlie te portland
i"® driving to portiand to go hiking

Create a slot for each of these words or phrases and then replace the original word with the slot name in curly
brackets ({ ) )

1. Click 2n intent in the left-hand navigation to open the detail page for the intent.

2. In an utterance, highlight the word or phrase representing the slot value.

3. In the drop-down that appears, enter a name for the slot in the edit box and click Add.

This creates a new slot for the intent and replaces the original value in the utterance with the slot name in
curly brackets ( { ) ).

For the example shown above, you would note that "seattle” represents the city the user wants to depart
from, so you might call this slot fromcity . The utterance would now look like this:

i wvant o travel from {fromCity) to portiand next friday

4. Repeat for all the remaining variable words.
Inthe elanyTrip intent, you might end up with the slots like this:

o fromCity

® tocity

® travelDate
®  travelMode

e activity

https://web.archive.org/web/20190610224424/https://developer.amazon.com/docs/custo
m-skills/create-intents-utterances-and-slots.html#identify-slots  (Internet archive Jun.
2019)

JSON for Intents and Utterances
(Interaction Model Schema)

You can see and edit the JSON representation of all of your intents and utterances in the JSON Editor. The
interactiondodel.languagerodel. intents property contains an array of intent objects. For a given intent, the
samples property contains an array of sample utterances. If the intent has any slots, the siots property

contains an array of slot objects. A slot object can also have a sasples property if you have defined user

utterances for the slot as part of the dialog model.

This example shows a portion of the intent object for 3 elanmyTrip Intent. The utterances for the intent are
in interactionModel, languagerodel. intents[].samples . Each slot has its own samples array. For brevity, other
properties within interactionvodel and languagesocel are not shown. For details about the interaction
model JSON, see Interaction Model Schema,
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.
L
"interactionModel™: {
"languageModel”: {
"intents": [
{
"name": "PlanMyTrip",
"slots™: [
{
"name": “"travelDate”,
"type”: "AMAZON.DATE",
"samples": [
"I am taking this trip on {travelDate}",
"on {travelDatel}",
"{travelDate}"
I
}s
{
"name": “"toCity",
"type": "AMAZON.US_CITY",
"samples": [
"I'm going to {toCity}",
"{toCity}"
I
Is
{
"name": “"fromCity",
"type": "AMAZON.US_CITY",
"samples": [
"{fromCityl}",
"I'm starting from {fromCity}"

Is

“mame”: “travelMode”

“type"™: “LIST_OF_TRAVEL MOX
"saeples”

1 am going to (travelMode)”

“{travelnods )

“name” “activity”
type” ! TLISY OF _ACTIVITINGT

travelDste)

tarting froe (froeCity)
travelOate} *
o leave on the {travelDete)

£ [FromCity)

https://web.archive.org/web/20190610224424/https://developer.amazon.com/docs/custom-
skills/create-intents-utterances-and-slots.html#identify-slots (Internet archive Jun. 2019)
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71.  The ’992 patent claim 1 further recites, in its second subsection, “selecting, by the
media server, at least one appropriate information source retrieval instruction corresponding to the
recognition grammar established for the speech command, wherein the at least one appropriate
information source retrieval instruction is stored in a database associated with the server.” As non-
limiting examples, Amazon’s media server selected at least one appropriate information source
retrieval instruction corresponding to the recognition grammar established for the speech
command, wherein the at least one appropriate information source retrieval instruction is stored in
a database associated with the server.

72. On information and belief, an information source retrieval instruction was stored in
a database. For example, the Tide Pool skill accessed a portion of the information source at

http://tidesandcurrents.noaa.gov/.

0] The API call would be an instruction
(i) The Alexa skill would process the returned information from the website to

extract/format the requested information.

A user would say something like:

User: Alexa, get high tide for Seattle from Tide Pooler
(In this example, the ftalicized words form the sample utterance you have defined, while the invocation name is
shown in bold).

Speaking this to an Alexa-enabled device does the following:

-

. The user’s speech is streamed to the Alexa service in the cloud.
2. Alexa recognizes that this request represents the OneshotTidelntent Intent for the “Tide Pooler” skill

3. Alexa structures this information into a request (specifically an IntentRequest in this example) and sends this
request to the service defined for Tide Pooler. The request includes the value "seattle” as the "City"

4. The Tide Pooler service gets the request and takes an appropriate action (looking up tide information for the
current date in Seattle from http://tidesandcurrents.noaa.gov/)

w

Tide Pooler sends the Alexa service a structured response with the text to speak to the user

6. The Alexa-enabled device speaks the response back to the user:

Tide Pooler: Today in Seattle, the first high tide will be around 1:42 In the moming, and will peak at about 10 feet...

-4]1-
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https://web.archive.org/web/20201112015825/https://developer.amazon.com/en-
US/docs/alexa/custom-skills/understanding-custom-skills.html (Internet archive Nov. 2020)

73.  The 992 patent claim 1 further recites, in its third subsection, “accessing, by a web
browsing server, a portion of the information source including only a portion of information
previously identified by the user of interest to the user by using a clipping client to separate the
portion of the information from other information, wherein the clipping client generates a content
descriptor file containing a description of content of the portion of information and wherein the
content descriptor file indicates where the portion of the information selected is located within the
information source and retrieving only the portion of the information according to the at least one
appropriate information source retrieval instruction.” As non-limiting examples, Amazon’s web
browsing server accessed a portion of the information source including only a portion of
information previously identified by the user of interest to the user by using a clipping client to
separate the portion of the information from other information, wherein the clipping client
generates a content descriptor file containing a description of content of the portion of information
and wherein the content descriptor file indicates where the portion of the information selected is
located within the information source and retrieving only the portion of the information according
to the at least one appropriate information source retrieval instruction.

74. For example, the Tide Pool skill accessed a portion of the information source at

http://tidesandcurrents.noaa.gov/. Amazon similarly acted as a skill developer for its own Amazon-

created skills.
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A user would say something like:

User: Alexa, get high tide for Seattle from Tide Pooler

(In this example, the ftalicized words form the sample utterance you have defined, while the invocation name Is
shown in bold).

Speaking this to an Alexa-enabled device does the following:

1. The user’'s speech is streamed to the Alexa service in the cloud.
2. Alexa recognizes that this request represents the OneshotTideIntent intent for the “Tide Pooler” skill.

3. Alexa structures this information into a request (specifically an IntentRequest in this example) and sends this
request to the service defined for Tide Pooler. The request includes the value "seattle” as the "City".

4. The Tide Pooler service gets the request and takes an appropriate action (looking up tide information for the
current date in Seattle from http.//tidesandcurrents.noaa.gov/).

5. Tide Pooler sends the Alexa service a structured response with the text to speak to the user.

6. The Alexa-enabled device speaks the response back to the user:

Tide Pooler: Today in Seattle, the first high tide will be around 1:42 In the moming, and will peak at about 10 feet...

https://web.archive.org/web/20201112015825/https://developer.amazon.com/en-
US/docs/alexa/custom-skills/understanding-custom-skills.html (Internet archive Nov. 2020)

Add feeds to your flash briefing skill

A Nash briefing skill con contain maltiple feeds of text ar sudio content, Alexs reads text Terds by using text-to-speech (TTS) s plays sudo feeds. Typically each
feed focuses on a specific genre of content, such os sports ar lacal news, One feed s the default feed, and is alwiys temed on for your skill, The remainder of the
foeds for a skl can be turned an by the customar that enables your skill

For detiis of the feed formats and contents, see Flash Briefog Skill AP Feed fleference

© Note: Flash Sriefing uses your feed to ingest content and cache it for playback. The cache ensures optimal pesformance and minimal Stency for custome s
For mare information, see Updating Your Feed.

https://web.archive.org/web/20201030024213/https://developer.amazon.com/en-

US/docs/alexa/flashbriefing/steps-to-create-a-flash-briefing-skill.html (Internet archive October,
2020)
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Featured Flash Briefings

Building a Flash Briefings ¢ ||'s||'.'.“..'.-»" Just click on the orovider tuvl"l',‘llp. click "Enable When you say
‘Alexa, play Flash Briefings” vou'll hear brief quick updates from each provider you select

National News

The big stories you need to know

&% =
REUTERS @E @

Reuters News NER News Now Fox News CNN Flash ‘A‘v:\:'r(“_l

Business & Finance

The pulse on today's business headlines

020

NPR Business Story  Bloomberg Market  CNBC Flash Briefing Cheddar
'.".V.YA 7

https://www.amazon.com/alexa-news-flash-briefing/b?ie=UTF8&node=21362891011
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Set Up News and Flash Briefings for Alexa

Get news, local weather, and more from popular broadcasters with flash briefings.

To customize your new channel and flash briefings:

1. Open the Alexa app ;
2. Open More — and select Settings.
3. Select News, then select My News Channel or Flash Briefing.
» Select My News Channel and choose your primary news channel for long-form news
content.
* Select Flash Briefing and choose multiple news sources for short updates and top
stories.

Note: Alexa helps you select your preferred news providers when you ask to play news or a
flash briefing for the first time. A list of available news providers is available in the Alexa Skills
store.

https://www.amazon.com/gp/help/customer/display.html?nodeld=GXMFWZJ8FKRGLFFU

High School Sports Scores score

from ScoreStream are Live on
Amazon Alexa

NEWS PROVIDED BY
ScoreStream ~
Sep 23 2020 ROCET

stream

———

SHARE THIS ANNICLE

000000

SAN DIECO, Sept 23, 2020 PRNevwsware/ - Effective immediately, Alexa will have comprehensive high school sports

scores from ScoreStream for all hegh school sports in all seasons. Last year, ScoreStream and Amazon collaborated to
provide real time, hyper loca! prep football scotes from thousands of games across the country. This year that
coliaboration 1s extending to all sports in all seasons

Customers can simply ask for the name of their favorite team "Alexa what is the score of the Washington high school
football game™ or can ask, "Alexa, what is the Washington Tigers hugh school volieyball score™ to get updates on varnous

local games in their area

“We had a great response from fans accessing real time scores on their Alexa device last year As we moved into the
winter there was great interest in having that same coverage for basketball and the other high school sports in different
seasons We are excited to provide Alexa usaes with coverage of all the sports in their local community for the 2020/2021
sports seasons.” ssid Derrick Oten. CEO and cofounder of ScoreStream

About ScoreStream

ScoreStream i a patented, crowd-sourcing platform for local sports coverage in real ime The ScoreStream mobile app
engages fans through crowd-sourced scores. photos, vides and chat from over 15,000 games per week from around the
world ScoreStream works vath many majer media companies In the television, radio and rnewspaper sectors
ScoreStroam is a venture-backed start-up based in Def Mar, CA

-45-


https://www.amazon.com/gp/help/customer/display.html?nodeId=GXMFWZJ8FKRGLFFU

Case 1:23-cv-00190-GBW Document 1 Filed 02/17/23 Page 46 of 135 PagelD #: 189

https://www.prnewswire.com/news-releases/high-school-sports-scores-from-scorestream-are-
live-on-amazon-alexa-301136840.html

75.  The 992 patent claim 1 further recites, in its fourth subsection, “converting the
information retrieved from said information source into an audio message by a speech synthesis
engine, the speech synthesis engine coupled to the media server.” As non-limiting examples,
Amazon’s speech synthesis engine that is coupled to the media server converted the information
retrieved from said information source into an audio message.

76. For example, the Alexa Voice Service included a speech-synthesis engine, where

the Alexa Voice Service converted the returned text to speech.

Alexa Architecture Overview

| o o Your custom Alaua skl receives
(0w ) + lderefies skl nameo he req

+ Analyres & understiags $ie req « Procosses the req. and returns text
L + Sends $e custorn Alexa skill a limage -~ opt} response
e’ siructred representation of uset's
rog

o Req Voice Stream

et o xeoad -O~
"0 07%

o Resp Voice Stream

* Alsxa converts the retumed
lox! 1o speech
+ Btreams 10 Echo/Dot devics

AWS Lambda

Alexa Voice Service (AVS) |Servur-leas compute in doud)
Cloud|

Source: https://www.youtube.com/watch?v=VVQVZ2hvNVfo
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' Customer asks Alexa identifies your Your service
a question or skill's name, analyzes processes the
gives a —® and understands the — request and
command customer's request, returns a text
then send your and graphical
service a structured response
representation of the
user’s request
— Customer Alexa converts the
hears the < retumed text to .
response from speech and streams
Alexa’s voice it to the device
[;J Customer sees Your graphical
a graphical . representation (if any) .
representation is rendered in the
in the companion app
[:::] companion app
User Interaction Flow

https://web.archive.org/web/20201112015825/https://developer.amazon.com/en-
US/docs/alexa/custom-skills/understanding-custom-skills.html (Internet archive Nov. 2020)
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Conduct a Conversation with the User

A custom skill typically gets a question or other information from the user and then replies with an answer or some action,
such as ordering a car or a pizza. Users can invoke your skill by using your invocation name in combination with sample
utterances and phrases defined by Alexa:

« Alexa, Get high tide for seattle from Tide Pooler

« Alexa, Ask Recipes how do | make an omelet?

« Alexa, Ask Daily Horoscopes about Taurus

« Alexa, Give ten points to Stephen using Score Keeper
Users can also start interacting with a skill without providing any specific question or request:

« Alexa, Open Tide Pooler
« Alexa, Talk to Recipes
* Alexa, Play Trivia Master

« Alexa, Start Score Keeper

Users may use this option if they don’t know or can’t remember the exact request they want to make. In this case, the skill
normally returns a welcome message that provides users brief help on how to use the skill,

In the above examples, the bolded words are defined by the Alexa service, while the italicized words are sample utterances
defined for the skill

If your skill needs more information to complete a request, you can have a back-and-forth conversation with the user:

User: Alexa, get high tide from Tide Pooler (Although ‘get high tide' maps to the OneshotTidelntent  the user didn't
specify the city. Tide Pooler needs to collect this information to continue.)

Tide Pooler: Tide information for what city? (Alexa is now listening for the user's response. For a device with a light
ring, ltke an Amazon Echo, the device lights up to give a visual cue)

User: Seattle

Tide Pooler: Today in Seattle, the first high tide will be at..,

Interaction ends

https://web.archive.org/web/20201112015825/https://developer.amazon.com/en-
US/docs/alexa/custom-skills/understanding-custom-skills.html (Internet archive Nov. 2020)

77.  The 992 patent claim 1 further recites, in its fifth subsection, “transmitting said
audio message to the electronic communication device for the user.” As non-limiting examples,
Amazon transmitted said audio message to the electronic communication device for the user.

78. For example, the Alexa Voice Service included a speech-synthesis engine, where

the Alexa Voice Service converted the returned text to speech and transmitted to the user.

-48-


https://web.archive.org/web/20201112015825/https:/developer.amazon.com/en-US/docs/alexa/custom-skills/understanding-custom-skills.html
https://web.archive.org/web/20201112015825/https:/developer.amazon.com/en-US/docs/alexa/custom-skills/understanding-custom-skills.html

Case 1:23-cv-00190-GBW Document 1 Filed 02/17/23 Page 49 of 135 PagelD #: 192

Alexa Architecture Overview

o Your custom Algaa skl receives
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{Cloud|

Source: https://www.youtube.com/watch?v=VVOQVZ2hvNVfo

Customer Alexa
Customer asks Alexa identifies your Your service
a question or skill's name, analyzes processes the
gives a * and understands the —> request and
command customer's request, returns a text
then send your and graphical
service a structured response
representation of the
user’'s request
Customer Alexa converts the
hears the « retumed text to
response from speech and streams
Alexa’s voice it to the device
n Customer sees Your graphical
a graphical representation (if any) .
-y representation is rendered in the
— in the companion app
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User Interaction Flow
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https://web.archive.org/web/20201112015825/https://developer.amazon.com/en-
US/docs/alexa/custom-skills/understanding-custom-skills.html (Internet archive Nov. 2020)

79.  The above non-limiting examples illustrate Amazon’s infringement of claim 1 of
the ’992 patent. Amazon infringes additional claims in the ’992 patent with the specific
infringement contentions to be presented in discovery per the Court’s procedure.

COUNT THREE: PATENT INFRINGEMENT OF THE *981 PATENT

80.  Parus incorporates by reference the preceding paragraphs as if fully stated herein.
81.  Claim 1 of the *981 patent is reproduced below:

1. A method, comprising:

(a) receiving a speech command from a voice-enabled device of a particular user,
over a network, by a speech-recognition engine coupled to a media server by an
interactive voice response application including a user-defined search, the speech-
recognition engine adapted to convert the speech command into a data message,
the media server adapted to identify and access at least one or more websites
containing information of interest to the particular user, the speech-recognition
engine adapted to select particular speech-recognition grammar describing the
speech command received and assigned to fetching content relating to the data
message converted from the speech command and assigned to the user-defined
search including a web request, along with a uniform resource locator of an
identified web site from the one or more websites containing information of
interest to the particular user and responsive to the web request;

(b) selecting, by the media server, at least one information-source-retrieval
instruction stored for the particular speech-recognition grammar in a database
coupled to the media server and adapted to retrieve information from the at least
one or more websites;

(c) accessing, by a web-browsing server, a portion of an information source to
retrieve information relating to the speech command, by using a processor of the
web-browsing server, which processor (i) performs an instruction that requests
information from an identified web site, (ii) utilizes a command to execute a
content extractor within the web-browsing server to separate a portion of
information that is relevant from other information on the web page using a name
of a named object including the information, the information derived from only a
portion of the web page containing information pertinent to the speech command,
the content extractor adapted to use a content-descriptor file containing a
description of the portion of information and the content-descriptor file adapted to
indicate a location of the portion of the information within the information source;

(d) selecting, by the web-browsing server, the information relating to the speech
command from the information source and retrieving only the portion of the
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information requested by the speech command according to the at least one
information-source-retrieval instruction;

(e) converting the information retrieved from the information source into an audio
message by a speech-synthesis engine, the speech-synthesis engine coupled to the
media server; and

(f) transmitting the audio message by the voice-enabled device to the particular
user.

82. Using its accused products, Amazon performed a method as specified by claim 1.
Amazon accused products used to infringe claim 1 (and/or any other claims in the patent) are
herein collectively the “’981 accused products.” In the following, infringement by way of an
Amazon Echo device is illustrated to provide non-limiting examples of Amazon’s infringement of
the 981 patent.

83.  The °981 patent claim 1 begins, “A method, comprising.” As non-limiting
examples, Amazon performed this method using Amazon Echo smart speaker devices.

84.  The Amazon Alexa system included the Alexa cloud based service and at least one

Alexa compatible remote device such as the Amazon Echo smart speaker.

What Is Alexa?

https://web.archive.org/web/20201111235237/https://developer.amazon.com/en-US/alexa
(Internet archive, Sep. 2019)
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https://web.archive.org/web/20200817142721/https://developer.amazon.com/en-US/alexa/alexa-
skills-kit/get-deeper (Internet archive, Mar. 2020)

What is Amazon Echo?

Amazon Echo is designed around your voice. It's hands-free and always on. With seven microphones and
beam forming technology, Echo can hear you from across the room—even while music is playing. Echo is
also an expertly tuned speaker that can fill any room with immersive sound.

Echo connects to Alexa, a cloud-based voice semvice, to provide information, answer guestions, play music,
read the news, check sports scores or the weather, and more—instanthy. All you have to do is ask. Echo begins
working as soon as it detects the wake word. You can pick Alexa or Amazon as your wake word.

...and adding new skills

We are always adding new capabilities to Echo. Recently, we've added local search from Yelp, streaming music from
Pandora, audiobooks from Audible, Google Calendar access, live sports scores and schedules, traffic reports,
Amazon.com re-ordering, control of smart home devices with WelMo, Philips Hue, SmartThings, Insteon, Wink, and
more.

https://web.archive.org/web/20160131082954/http://www.amazon.com/Amazon-SK705DI-
Echo/dp/BO0X4WHPSE (Internet archive, Jun. 2015)
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Alexa Architecture Overview

| o ° Your custom Algua skl receives
CETHD + ldersiies skl name the g

+ Analyzes & undertdads $ie req « Processes the req. and returns 1ex
ﬂ v Serds $w custorn Alexa skifl a limage ~ opt) response
e structured representation of uset's
rog

o Req Voice Stream

e ey -O~
== o4Ok

o Resp Voice Stream

+ Alsxa converts the retumed

lox! 1o spoech
+ Btreams 10 EchoDot devics

AWS Lambda
(Servur-leas compute in doud)

Alexa Voice Service (AVS)

Cloud|

Source: https://www.youtube.com/watch?v=VVQVZ2hvNVfo

85.  The *981 patent claim 1 further recites, in subsection (a), “(a) receiving a speech
command from a voice-enabled device of a particular user, over a network, by a speech-recognition
engine coupled to a media server by an interactive voice response application including a user-
defined search, the speech-recognition engine adapted to convert the speech command into a data
message, the media server adapted to identify and access at least one or more websites containing
information of interest to the particular user, the speech-recognition engine adapted to select
particular speech-recognition grammar describing the speech command received and assigned to
fetching content relating to the data message converted from the speech command and assigned to
the user-defined search including a web request, along with a uniform resource locator of an
identified web site from the one or more websites containing information of interest to the
particular user and responsive to the web request.” As non-limiting examples, Amazon’s speech
recognition engine coupled to its media server received a speech command from a voice-enabled
device of a particular user, over a network, by an interactive voice response application including

a user-defined search, the speech-recognition engine adapted to convert the speech command into
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a data message, the media server adapted to identify and access at least one or more websites
containing information of interest to the particular user, the speech-recognition engine adapted to
select particular speech-recognition grammar describing the speech command received and
assigned to fetching content relating to the data message converted from the speech command and
assigned to the user-defined search including a web request, along with a uniform resource locator
of an identified web site from the one or more websites containing information of interest to the
particular user and responsive to the web request.

86.  For example, the Amazon Echo was a voice enabled device, the Alexa Voice
Service included a speech recognition engine, the Alexa Skills and AWS Lambda were included
in a media server, the Alexa Voice Service included an interactive voice response application, and

the user defined search was provided by a particular Alexa skill.

Alexa Architecture Overview
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Source: https://www.youtube.com/watch?v=VVOQVZ2hvNVfo
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https://web.archive.org/web/20201112015825/https://developer.amazon.com/en-
US/docs/alexa/custom-skills/understanding-custom-skills.html (Internet archive Nov. 2020)
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Conduct a Conversation with the User

A custom skill typically gets a question or other information from the user and then replies with an answer or some action,
such as ordering a car or a pizza. Users can invoke your skill by using your invocation name in combination with sample
utterances and phrases defined by Alexa:

« Alexa, Get high tide for seattle from Tide Pooler

« Alexa, Ask Recipes how do | make an omelet?

« Alexa, Ask Daily Horoscopes about Taurus

« Alexa, Give ten points to Stephen using Score Keeper

Users can also start interacting with a skill without providing any specific question or request:

* Alexa, Open Tide Pooler
« Alexa, Talk to Recipes

« Alexa, Play Trivia Master
« Alexa, Start Score Keeper

Users may use this option if they don’t know or can’t remember the exact request they want to make, In this case, the skill
normally returns a welcome message that provides users brief help on how to use the skill,

In the above examples, the bolded words are defined by the Alexa service, while the italicized words are sample utterances
defined for the skill.

If your skill needs more information to complete a request, you can have a back-and-forth conversation with the user:

User: Alexa, get high tide from Tide Pooler (Although ‘get high tide’ maps to the OneshotTideIntent  the user didn't
specify the city. Tide Pooler needs to collect this informotion to continue.)

Tide Pooler: Tide information for what city? (Alexa is now listening for the user's response. For a device with a light
ring, like an Amazon Echo, the device lights up to give a visual cue)

User: Seattle

Tide Pooler: Today in Seattle, the first high tide will be at..,

Interaction ends

https://web.archive.org/web/20201112015825/https://developer.amazon.com/en-
US/docs/alexa/custom-skills/understanding-custom-skills.html (Internet archive Nov. 2020)

= USER ‘ USER
§ (Command/Question) Continued Interaction | Hears response
s L : T
< ALEXA ALEXA ‘ ALEXA ALEXA l ALEXA
; Converts speech 1o text Identifies skill p=—i  Routes to skill service Converts text to speech, — Updates companion app
< ‘ endpoint via HTTP POST Reads back to uset i
x sk ‘ SKILL
Z Process request > Return text to Alexa
)
Figure 1: Alexa Skills Flow Chart

https://www.codemag.com/article/1805081/Building-an-Alexa-Skill-with-AWS-Lambda
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87.

The Alexa Voice Service analyzes and understands the user request and sends a

structured representation of the user’s request to the particular Alexa skill. For example, the

Amazon intents were a data message.

Components of a Custom Skill

When designing and building a custom skill, you create the following:

» A set of intents that represent actions that users can do with your skill. These intents represent the core
functionality for your skill,

» A set of sample utterances that specify the words and phrases users can say to Invoke those intents. You map these
utterances to your intents, This mapping forms the interaction model for the skill,

= An invecation name that identifies the skill. The user includes this name when initiating a conversation with your

« If applicable, a set of images, audio files, and video files that you want to include in the skill. These must be stored
on a publicly accessible site so that each item is accessible by a unique URL.

* A cloud-based service that accepts these intents as structured requests and then acts upon them. This service must
be accessible over the Internet. You provide an endpoint for your service when configuring the skill.

» A configuration that brings all of the above together so that Alexa can route requests to the service for your skill.

You create this configuration in the developer console

For example, a skill for getting tide information might define an intent called OneshotTideIntent to represent the user's
request to look up tide information for a particular coastal city.

This intent would be mapped to several sample utterances such as;

https://web.archive.org/web/20201112015825/https://developer.amazon.com/en-

US/docs/alexa/custom-skills/understanding-custom-skills.html (Internet archive Nov. 2020)

88.

The particular Alexa skill accessed a website containing the information of interest.

For example, the Tide Pooler skill accessed the noaa.gov website. Amazon similarly acted as a

skill developer for its own Amazon-created skills.
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A user would say something like:

User: Alexa, get high tide for Seattle from Tide Pooler
(In this example, the ftalicized words form the sample utterance you have defined, while the invocation name Is
shown in bold).

Speaking this to an Alexa-enabled device does the following:

1. The user’'s speech is streamed to the Alexa service in the cloud.
2. Alexa recognizes that this request represents the OneshotTideIntent intent for the “Tide Pooler” skill.

3. Alexa structures this information into a request (specifically an IntentRequest in this example) and sends this
request to the service defined for Tide Pooler. The request includes the value "seattle” as the "City".

4. The Tide Pooler service gets the request and takes an appropriate action (looking up tide information for the
current date in Seattle from http.//tidesandcurrents.noaa.gov/).

5. Tide Pooler sends the Alexa service a structured response with the text to speak to the user.
6. The Alexa-enabled device speaks the response back to the user:

Tide Pooler: Today in Seattle, the first high tide will be around 1:42 In the moming, and will peak at about 10 feet...

https://web.archive.org/web/20201112015825/https://developer.amazon.com/en-
US/docs/alexa/custom-skills/understanding-custom-skills.html (Internet archive Nov. 2020)

89.  Also, for example, the Amazon AWS Lambda service provided for online

information lookup.

Host the Cloud-Based Service for Your Skill

You can host your service in AWS Lambda or as a web service hosted on your own endpoint.

AWS Lambda (an Amazon Web Services offering) is a service that lets you run code in the cloud without managing servers.
Alexa sends your Lambda function user requests and your code can inspect the request, take any necessary actions (such as
looking up information online) and then send back a response. You can write Lambda functions in Node.js, Java, Python,
C#, or Go. This is generally the easiest way to host the service for a skill.

Alternatively, you can write a web service and host It with any cloud hosting provider, The web service must accept requests
over HTTPS. In this case, Alexa sends requests to your web service and your service takes any necessary actions and then
sends back a response. You can write your web service in any language.

Learmn more about using Lambda for a skill:

o Create a Lambda Function for a Skill

Learmn more about using a web service for a skill:

¢ Hosting a Custom Skill as a Web Service

https://web.archive.org/web/20201112015825/https://developer.amazon.com/en-
US/docs/alexa/custom-skills/understanding-custom-skills.html (Internet archive Nov. 2020)
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90.

utterances.

Further, for example, the Alexa Voice Service selected from particular sample

Components of a Custom Skill

When designing and building a custom skill, you create the following:
« A set of intents that represent actions that users can do with your skill. These intents represent the core
functionality for your skill.

= A set of sample utterances that specify the words and phrases users can say to Invoke those intents. You map these
utterances to your intents, This mapping forms the interaction model for the skill,

= An invecation name that identifies the skill. The user includes this name when initiating a conversation with your
skill.

« If applicable, a set of images, audio files, and video files that you want to include in the skill. These must be stored
on a publicly accessible site so that each item is accessible by a unique URL.

* A cloud-based service that accepts these intents as structured requests and then acts upon them. This service must
be accessible over the Internet. You provide an endpoint for your service when configuring the skill.

« A configuration that brings all of the above together so that Alexa can route requests to the service for your skill.
You create this configuration in the developer console.

For example, a skill for getting tide information might define an intent called oneshotTideIntent to represent the user's
request to look up tide information for a particular coastal city.

This intent would be mapped to several sample utterances such as;

far
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https://web.archive.org/web/20201112015825/https://developer.amazon.com/en-
US/docs/alexa/custom-skills/understanding-custom-skills.html (Internet archive Nov. 2020)

91.  The particular Alexa skill accessed a website containing the information of interest.
For example, the Tide Pooler skill accessed the noaa.gov website. Amazon similarly acted as a

skill developer for its own Amazon-created skills.

A user would say something like:

User: Alexa, get high tide for Seattle from Tide Pooler
(In this example, the ftolicized words form the sample utterance you have defined, while the invocation name is
shown in bold).

Speaking this to an Alexa-enabled device does the following:

1. The user’'s speech is streamed to the Alexa service in the cloud.
2. Alexa recognizes that this request represents the OneshatTideIntent Intent for the *Tide Pooler” skill

3. Alexa structures this information into a request (specifically an IntentRequest in this example) and sends this
request to the service defined for Tide Pooler. The request includes the value "seattle” as the "City".

4. The Tide Pooler service gets the request and takes an appropriate action (looking up tide information for the
current date in Seattle from http://tidesandcurrents.noaa.gov/).

5. Tide Pooler sends the Alexa service a structured response with the text to speak to the user.

6. The Alexa-enabled device speaks the response back to the user:

Tide Pooler: Today in Seattle, the first high tide will be around 1:42 In the moming, and will peak at about 10 feet...

https://web.archive.org/web/20201112015825/https://developer.amazon.com/en-
US/docs/alexa/custom-skills/understanding-custom-skills.html (Internet archive Nov. 2020)

92.  Also, for example, the Amazon AWS Lambda service provided for online

information lookup.
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Host the Cloud-Based Service for Your Skill

You can host your service in AWS Lambda or as a web service hosted on your own endpoint.

AWS Lambda (an Amazon Web Services offering) is a service that lets you run code in the cloud without managing servers,
Alexa sends your Lambda function user requests and your code can inspect the request, take any necessary actions (such as
looking up information online) and then send back a response. You can write Lambda functions in Node.js, Java, Python,
C#, or Go. This is generally the easiest way to host the service for a skill.

Alternatively, you can write a web service and host [t with any cloud hosting provider, The web service must accept requests
over HTTPS. In this case, Alexa sends requests to your web service and your service takes any necessary actions and then
sends back a response. You can write your web service in any language.
Learn more about using Lambda for a skill:

o Create a Lambda Function for a Skill

Leam more about using a web service for a skill:

o Hosting a Custom Skill as a Web Service

https://web.archive.org/web/20201112015825/https://developer.amazon.com/en-
US/docs/alexa/custom-skills/understanding-custom-skills.html (Internet archive Nov. 2020)

93.  Therecognition grammar used by Amazon is described in Amazon’s developer site.

https://developer.amazon.com/ja-JP/docs/alexa/alexa-gadgets-toolkit/receive-voice-input.html

Understand How Users Interact with
Skills

When a user speaks to a device with Alexa, the speech is streamed to the Alexa service in the cloud. Alexa
recognizes the speech, determines what the user wants, and then sends a structured request to the particular
skill that can fulfill the user’s request. All speech recognition and conversion is handled by Alexa in the cloud.

Every Alexa skill has an interaction model defining the words and phrases users can say to make the skill do
what they want. This model determines how Alexa communicates with your users.

https://web.archive.org/web/20190610015215/https://developer.amazon.com/docs/ask-
overviews/understanding-how-users-interact-with-skills.html (Internet archive Jun. 2019)
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High-level Steps to Create the Interaction
Model and Dialog Model

The developer console is designed around defining each intent, its slots, its utterances, and (optionally) the
prompts Alexa uses when conversing with the user to collect and confirm the slot values.

Once you know an intent you want to create for your skill, complete the following high-level steps in the
developer console. Click the link in each step for more details.

-

. Create or edit a skill that includes the custom interaction model.

N

Create an intent and write some initial utterances. An intent represents a specific user request (for
example, PlantyTrip intent for gathering information about a trip to save in a list).

w

Review your initial utterances and identify the words or phrases that represent variable information.
Create new intent slots for these words and replace the words with slot notation in the utterances,

>

Choose or create the appropriate slot types for the slots you have identified.

w

For each intent slot, determine whether the slot value is required in order to fulfill the request. Write the
prompts and utterances Alexa uses in the conversation to elicit the slot

o

For each required slot, determine whether the user must explicitly confirm the slot value before your skill
completes the request. Write the prompts Alexa should use to ask for confirmation.

~

. For each slot (required or not), determine whether you need to define validation rules to guide users to
provide acceptable values, Set up the rules and write the prompts Alexa should use to ask for corrected
values.

o

For the entire intent, decide whether the user must explicitly confirm the action before your skill
completes the request. Write the prompts Alexa should use to ask for confirmation.

9. When you are finished defining the intents, save and build the interaction model and dialog model.
If you include any of the dialog model components (required slots, slot confirmation, intent confirmation, or
slot validation rules) your code needs to return the Dialog.Delegate directive to let Alexa use your prompts to

ask the user for the required slots and confirmations. Also see About Managing the Conversation with the User
for other ways to collect and confirm user information.

https://web.archive.org/web/20190525122808/https://developer.amazon.com/docs/custom-
skills/create-the-interaction-model-for-your-skill.html (Internet archive May, 2019)
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|dentify the Slots for the Intent

Once you have written a few utterances, note the words or phrases that represent variable information. These
will become the intent's slots. For example, in the utterances identified earlier, the variables are highlighted in
red.

1 am going ca a trip on frica
1 want to visit portiand

§ want to travel froe seattle 20 portland nexs friday
1'® Oriving froa seattle te portland
1" driving to portiand To go Riking

Create a slot for each of these words or phrases and then replace the original word with the siot name in curly
brackets ({ ) ):

1. Click 2n intent in the left-hand navigation to open the detail page for the intent.

2. In an utterance, highlight the word or phrase representing the slot value.

3. In the drop-down that appears, enter a name for the slot in the edit box and click Add.

This creates a new slot for the intent and replaces the original value in the utterance with the slot name in
curly brackets ( { 1 ).

For the example shown above, you would note that "seattle” represents the city the user wants to depart
from, so you might call this slot froscity . The utterance would now look like this:

4 vant 2o travel from {frosCity) to portiand next friday

4. Repeat for all the remaining variable words.
Inthe elanvyTrip intent, you might end up with the slots like this:
o fromcity
® toCity
® travelDate
® travelvode

e activity

https://web.archive.org/web/20190610224424/https://developer.amazon.com/docs/custom-
skills/create-intents-utterances-and-slots.html#identify-slots (Internet archive Jun. 2019)

JSON for Intents and Utterances
(Interaction Model Schema)

You can see and edit the JSON representation of all of your intents and utterances in the JSON Editor. The
interactiondodel.languagerodel.intents property contains an array of intent objects. For a given intent, the
samples property contains an array of sample utterances. If the intent has any slots, the siots property

contains an array of slot objects. A slot object can also have a samples property if you have defined user

utterances for the slot as part of the dialog model.

This example shows a portion of the intent object for 3 planuyTrip Intent. The utterances for the intent are
in interactionModel, languagerodel. intents] ].samples . Each slot has its own samples array. For brevity, other
properties within interactionvodel and languagesocel are not shown. For details about the interaction
model JSON, see Interaction Model Schema,
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.
L
"interactionModel™: {
"languageModel”: {
"intents": [
{
"name": "PlanMyTrip",
"slots™: [
{
"name": “"travelDate”,
"type”: "AMAZON.DATE",
"samples": [

Page 64 of 135 PagelD #: 207

"I am taking this trip on {travelDate}",

"on {travelDatel}",
"{travelDate}"
I
}s
{
"name": “"toCity",
"type": "AMAZON.US_CITY",

"samples": [
"I'm going to {toCity}",
"{toCity}"
I
Is
{

"name": “"fromCity",
"type": "AMAZON.US_CITY",
"samples": [

"{fromCityl}",

"I'm starting from {fromCity}"

Is

“nowe”: “travelMode”

“type”: “LIST_OF TRAVEL MODES®
“samples”

I am going to (travelMode)”

{travelMoce )

p to {toCity} *

ip starting froe [(froeClity) ™
"1°¢ ke to lesve on {travelDate)
I 11k save the {travelDate)

"T°a ke to fly out of (froeCity)

https://web.archive.org/web/20190610224424/https://developer.amazon.com/docs/custom-

skills/create-intents-utterances-and-slots.html#identify-slots (Internet archive Jun. 2019)
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94.  The *981 patent claim 1 further recites, in subsection (b), “(b) selecting, by the
media server, at least one information-source-retrieval instruction stored for the particular speech-
recognition grammar in a database coupled to the media server and adapted to retrieve information
from the at least one or more websites.” As non-limiting examples, Amazon’s media server selects
at least one information-source-retrieval instruction stored for the particular speech-recognition
grammar in a database coupled to the media server and adapted to retrieve information from the at
least one or more websites.

95.  Alexa identifies (selects) a skill and performs an invocation of the skill. For
example, an invocation name is used to begin an interaction with a skill. On information and belief
an information-source-retrieval instruction is associated with a skill invocation name, where the

skill is adapted to retrieve information.

Choose the Invocation Name for a Custom Skill

English (All) French (All) German (DE) Hindi (IN) Italian (IT) Japanese (IP)
Portuguese (BR) Spanish (All)

Users say a skill's invocation name to begin an interaction with a particular custom skill, For example, if the invocation
name is "Daily Horoscopes®, users can say

User: Alexa, ask Dally Horoscopes for the horoscope for Gemini

You can change your invocation name at any time while developing a skill. You cannot change the invocation name
after a skill is certified and published.

Note that the invocation name is only needed for custorn skills, If you are using a pre-built model, users do not need to
use an invocation name for the skill. For more about the different types of skills you can create, see Understand the

Different Skill Models.

https://web.archive.org/web/20201216182909/https://developer.amazon.com/en-
US/docs/alexa/custom-skills/choose-the-invocation-name-for-a-custom-skill.html (Internet
archive Nov. 2020)
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) e Continued Interaction

Figure 1: Alexa Skills Flow Chart

https://www.codemag.com/article/1805081/Building-an-Alexa-Skill-with-AWS-Lambda

96.  The 981 patent claim 1 further recites, in subsection (c), “(c) accessing, by a web-
browsing server, a portion of an information source to retrieve information relating to the speech
command, by using a processor of the web-browsing server, which processor (i) performs an
instruction that requests information from an identified web site, (ii) utilizes a command to execute
a content extractor within the web-browsing server to separate a portion of information that is
relevant from other information on the web page using a name of a named object including the
information, the information derived from only a portion of the web page containing information
pertinent to the speech command, the content extractor adapted to use a content-descriptor file
containing a description of the portion of information and the content-descriptor file adapted to
indicate a location of the portion of the information within the information source.” As non-
limiting examples, Amazon’s web-browsing server accesses a portion of an information source to
retrieve information relating to the speech command, by using a processor of the web-browsing
server, which processor (i) performs an instruction that requests information from an identified
web site, (ii) utilizes a command to execute a content extractor within the web-browsing server to
separate a portion of information that is relevant from other information on the web page using a
name of a named object including the information, the information derived from only a portion of

the web page containing information pertinent to the speech command, the content extractor
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adapted to use a content-descriptor file containing a description of the portion of information and
the content-descriptor file adapted to indicate a location of the portion of the information within
the information source.

97.  The particular Alexa skill performed as a web browsing server to access a portion
of an information source. For example, the Tide Pool skill accessed a portion of the web page at

http://tidesandcurrents.noaa.gov/. Amazon similarly acted as a skill developer for its own

Amazon-created skills.
Q) The API call would be an instruction
(i)  The Alexa skill would process the returned information from the website to

extract/format the requested information.

A user would say something like:

User: Alexa, get high tide for Seattle from Tide Pooler
(In this example, the ftolicized words form the sample utterance you have defined, while the invocation name is
shown in bold).

Speaking this to an Alexa-enabled device does the following:

—

. The user's speech is streamed to the Alexa service in the cloud.

~N

. Alexa recognizes that this request represents the OneshatTidelntent intent for the “Tide Pooler” skill

3. Alexa structures this information into a request (specifically an IntentRequest in this example) and sends this
request to the service defined for Tide Pooler. The request includes the value "seattle” as the "City"

4. The Tide Pooler service gets the request and takes an appropriate action (looking up tide information for the
current date in Seattie from http://tidesandcurrents.noaa.gov/)

n

Tide Pooler sends the Alexa service a structured response with the text to speak to the user

6. The Alexa-enabled device speaks the response back to the user:

Tide Pooler: Today In Seattle, the first high tide will be around 1:42 In the moming, and will peak at about 10 feet...

https://web.archive.org/web/20201112015825/https://developer.amazon.com/en-
US/docs/alexa/custom-skills/understanding-custom-skills.html (Internet archive Nov. 2020)

98.  The 981 patent claim 1 further recites, in subsection (d), “(d) selecting, by the web-
browsing server, the information relating to the speech command from the information source and

retrieving only the portion of the information requested by the speech command according to the
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at least one information-source-retrieval instruction.” As non-limiting examples, Amazon’s web-
browsing server selected the information relating to the speech command from the information
source and retrieved only the portion of the information requested by the speech command
according to the at least one information-source-retrieval instruction.

99.  For example, the Tide Pool skill accessed a portion of the web page at

http://tidesandcurrents.noaa.gov/. Amazon similarly acted as a skill developer for its own Amazon-

created skills.
Q) The API call would be an instruction
(i)  The Alexa skill would process the returned information from the website to

extract/format the requested information.

A user would say something like:

User: Alexa, get high tide for Seattle from Tide Pooler
(In this example, the ftolicized words form the sample utterance you have defined, while the invocation name is
shown in bold).

Speaking this to an Alexa-enabled device does the following:

—

. The user's speech is streamed to the Alexa service in the cloud.
2. Alexa recognizes that this request represents the OneshotTidelntent Intent for the “Tide Pooler” skill

3. Alexa structures this information into a request (specifically an IntentRequest in this example) and sends this
request to the service defined for Tide Pooler. The request includes the value "seattle” as the "City"

4. The Tide Pooler service gets the request and takes an appropriate action (looking up tide information for the
current date in Seattie from http://tidesandcurrents.noaa.gov/)

n

Tide Pooler sends the Alexa service a structured response with the text to speak to the user

6. The Alexa-enabled device speaks the response back to the user:

Tide Pooler: Today In Seattle, the first high tide will be around 1:42 In the moming, and will peak at about 10 feet...

https://web.archive.org/web/20201112015825/https://developer.amazon.com/en-
US/docs/alexa/custom-skills/understanding-custom-skills.html (Internet archive Nov. 2020)

100. The ’981 patent claim 1 further recites, in subsection (e), “(e) converting the
information retrieved from the information source into an audio message by a speech-synthesis

engine, the speech-synthesis engine coupled to the media server.” As non-limiting examples,

-68-


http://tidesandcurrents.noaa.gov/
https://web.archive.org/web/20201112015825/https:/developer.amazon.com/en-US/docs/alexa/custom-skills/understanding-custom-skills.html
https://web.archive.org/web/20201112015825/https:/developer.amazon.com/en-US/docs/alexa/custom-skills/understanding-custom-skills.html

Case 1:23-cv-00190-GBW Document 1 Filed 02/17/23 Page 69 of 135 PagelD #: 212

Amazon’s speech-synthesis engine, coupled to the media server, converted the information

retrieved from the information source into an audio message.

101. For example, the Alexa Voice Service included a speech-synthesis engine, where

the Alexa Voice Service converted the returned text to speech.

Alexa Architecture Overview

o o Your custom Algea skl receivaes
+ Idereiies skl name the req.

+ Analyres & understdads Sie req « Procosses the req. and returns text
+ Sends $e custon Alexa skill a (image ~ opt) response
stroctured representation of uset's

rog Custom Aven Gaib o
« Aewn Bait Wit

e
:::::::m — =y O =p
n= l () Jok:

Resp Voice Stream

o Alsxa converts the retumed

tox1 1o speach AN
+ Streams 10 Echo/Dot devics S

Alexa AWS Lambda

Alexa Voice Service (AVS) |Server-leas compute in doud)
Cloud|

Source: https://www.youtube.com/watch?v=VVOQVZ2hvNVfo

-69-


https://www.youtube.com/watch?v=VQVZ2hvNVfo

Case 1:23-cv-00190-GBW Document 1 Filed 02/17/23 Page 70 of 135 PagelD #: 213

' Customer asks Alexa identifies your Your service
a question or skill's name, analyzes processes the
gives a —® and understands the — request and
command customer's request, returns a text
then send your and graphical
service a structured response
representation of the
user’s request
— Customer Alexa converts the
hears the < retumed text to .
response from speech and streams
Alexa’s voice it to the device
[;J Customer sees Your graphical
a graphical . representation (if any) .
representation is rendered in the
in the companion app
[:::] companion app
User Interaction Flow

https://web.archive.org/web/20201112015825/https://developer.amazon.com/en-
US/docs/alexa/custom-skills/understanding-custom-skills.html (Internet archive Nov. 2020)
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Conduct a Conversation with the User

A custom skill typically gets a question or other information from the user and then replies with an answer or some action,
such as ordering a car or a pizza. Users can invoke your skill by using your invocation name in combination with sample
utterances and phrases defined by Alexa:

« Alexa, Get high tide for seattle from Tide Pooler

« Alexa, Ask Recipes how do | make an omelet?

« Alexa, Ask Daily Horoscopes about Taurus

« Alexa, Give ten points to Stephen using Score Keeper
Users can also start interacting with a skill without providing any specific question or request:

« Alexa, Open Tide Pooler
« Alexa, Talk to Recipes
* Alexa, Play Trivia Master

« Alexa, Start Score Keeper

Users may use this option if they don’t know or can’t remember the exact request they want to make. In this case, the skill
normally returns a welcome message that provides users brief help on how to use the skill,

In the above examples, the bolded words are defined by the Alexa service, while the italicized words are sample utterances
defined for the skill

If your skill needs more information to complete a request, you can have a back-and-forth conversation with the user:

User: Alexa, get high tide from Tide Pooler (Although ‘get high tide’ maps to the OneshotTideintent , the user didn't
specify the city. Tide Pooler needs to collect this information to continue.)

Tide Pooler: Tide information for what city? (Alexa is now listening for the user's response. For a device with a light
ring, like an Amazon Echo, the device lights up to give a visual cue)

User: Seattle

Tide Pooler: Today in Seattle, the first high tide will be at..,

Interaction ends

https://web.archive.org/web/20201112015825/https://developer.amazon.com/en-
US/docs/alexa/custom-skills/understanding-custom-skills.html (Internet archive Nov. 2020)

102. The *981 patent claim 1 further recites, in subsection (f), “(f) transmitting the audio
message by the voice-enabled device to the particular user.” As non-limiting examples, Amazon’s
voice-enabled devices transmitted the audio message to the particular user.

103. For example, the Alexa Voice Service included a speech-synthesis engine, where

the Alexa Voice Service converted the returned text to speech and transmitted to the user.
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https://web.archive.org/web/20201112015825/https://developer.amazon.com/en-
US/docs/alexa/custom-skills/understanding-custom-skills.html (Internet archive Nov. 2020)

104. The above non-limiting examples illustrate Amazon’s infringement of claim 1 of
the *981 patent. Amazon infringes additional claims in the *981 patent with the specific

infringement contentions to be presented in discovery per the Court’s procedure.

DEMAND FOR JURY TRIAL

105. Plaintiff demands a trial by jury of any and all issues triable of right before a jury,
except for future patent infringement, which is an issue in equity to be determined by the Court.

PRAYER FOR RELIEF

WHEREFORE, Plaintiff prays for the following relief:

A A judgment in favor of Plaintiff that Amazon has directly infringed one or more
claims of each of the patents-in-suit;

B. An award of damages to which Plaintiff is entitled under 35 U.S.C. § 284 for
Amazon’s past infringement;

C. Award Plaintiff pre-judgment interest and post-judgment interest on the damages
awarded, including pre-judgment interest, pursuant to 35 U.S.C. § 284, from the
date of each act of infringement of the patents-in-suit by Amazon to the day a
damages judgment is entered, and an award of post-judgment interest, pursuant to
28 U.S.C. § 1961, continuing until such judgment is paid, at the maximum rate
allowed by law;

D. A judgment and order finding this to be an exceptional case and requiring Amazon
to pay the costs of this action (including all disbursements) and attorneys’ fees,
pursuant to 35 U.S.C. § 285;

E. Order an accounting for damages;
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F. A judgment and order requiring Amazon pay to Plaintiff its actual damages in an
amount sufficient to compensate Plaintiff for Amazon’s infringement of the

patents-in-suit; and

G. Such other and further relief in law or in equity to which Plaintiff may be justly
entitled.
Dated: February 17, 2023 Respectfully submitted,
FARNAN LLP

/s/ Michael J. Farnan

Brian E. Farnan (Bar No. 4089)
Michael J. Farnan (Bar No. 5165)
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John B. Campbell
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PERSONAL VOICE-BASED INFORMATION
RETRIEVAL SYSTEM

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is related to U.S. Provisional Application
Ser. No. 60/180,343, filed Feb. 4, 2000 entitled “Personal
Voice-Based Information Retrieval System.”

FIELD OF THE INVENTION

The present invention relates generally to the field of pro-
viding information access. In particular, the invention relates
to a personalized system for accessing information from the
Internet or other information sources using speech com-
mands.

BACKGROUND OF THE INVENTION

Popular methods of information access and retrieval using
the Internet or other computer networks can be time-consum-
ing and complicated. A user must frequently wade through
vast amounts of information provided by an information
source or web site in order obtain a small amount of relevant
information. This can be time-consuming, frustrating, and,
depending on the access method, costly. A user is required to
continuously identify reliable sources of information and, if
these information sources are used frequently, repeatedly
access these sources.

Current methods of accessing information stored on com-
puter networks, such as Wide Area Networks (WANs), Local
Area Network (LANs) or the Internet, require a user to have
access to a computer. While computers are becoming increas-
ingly smaller and easier to transport, using a computer to
access information is still more difficult than simply using a
telephone. Since speech recognition systems allow a user to
convert his voice into a computer-usable message, telephone
access to digital information is becoming more and more
feasible. Voice recognition technology is growing in its abil-
ity to allow users to use a wide vocabulary. Further, such
technology is quite accurate when a single, known user only
needs to use a small vocabulary.

Therefore, a need exists for an information access and
retrieval system and method that allows users to access fre-
quently needed information from information sources on net-
works by using a telephone and simple speech commands.

SUMMARY OF THE INVENTION

One object of the preferred embodiment of the present
invention is to allow users to customize a voice browsing
system.

A further object of the preferred embodiment is to allow
users to customize the information retrieved from the Internet
or other computer networks and accessed by speech com-
mands over telephones.

Another object of the preferred embodiment is to provide a
secure and reliable retrieval of information over the Internet
or other computer networks using predefined verbal com-
mands assigned by a user.

The present invention provides a solution to these and other
problems by providing a new system for retrieving informa-
tion from a network such as the Internet. A user creates a
user-defined record in a database that identifies an informa-
tion source, such as a web site, containing information of
interest to the user. This record identifies the location of the
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2

information source and also contains a recognition grammar
assigned by the user. Upon receiving a speech command from
the user that is described in the assigned recognition gram-
mar, a network interface system accesses the information
source and retrieves the information requested by the user.

In accordance with the preferred embodiment of the
present invention, a customized, voice-activated information
access system is provided. A user creates a descriptor file
defining specific information found on a web site the user
would like to access in the future. The user then assigns a
pronounceable name or identifier to the selected content and
this pronounceable name is saved in a user-defined database
record as a recognition grammar along with the URL of the
selected web site.

In the preferred embodiment, when a user wishes to
retrieve the previously defined web-based information, a tele-
phone call is placed to a media server. The user provides
speech commands to the media server that are described in the
recognition grammar assigned to the desired search. Based
upon the recognition grammar, the media server retrieves the
user-defined record from a database and passes the informa-
tion to a web browsing server which retrieves the information
from associated web site. The retrieved information is then
transmitted to the user using a speech synthesis software
engine.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 displays a personal information selection system
used with the preferred embodiment of the present invention;

FIG. 2 displays a web page displayed by the clipping client
of the preferred embodiment,

FIG. 3 is a block diagram of a voice browsing system used
with preferred embodiment of the present invention;

FIG. 4 is a block diagram of a user-defined database record
created by preferred embodiment of the present invention;

FIG. 5 is a block diagram of a media server used by the
preferred embodiment, and

FIG. 6 is a block diagram of a web browsing server used by
the preferred embodiment.

DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENT

The present invention uses various forms of signal and data
transmission to allow a user to retrieve customized informa-
tion from a network using speech communication. In the
preferred embodiment of the present invention, a user asso-
ciates information of interest found on a specific information
source, such as a web site, with a pronounceable name or
identification word. This pronounceable name/identification
word forms a recognition grammar in the preferred embodi-
ment. When the user wishes to retrieve the selected informa-
tion, he may use a telephone or other voice enabled device to
access a voice browser system. The user then speaks a com-
mand described in the recognition grammar associated with
the desired information. The voice browsing system then
accesses the associated information source and returns to the
user, using a voice synthesizer, the requested information.

Referring to FIG. 1, a user 100 uses a computer 102 to
access a network, such as a WAN, LAN, or the Internet,
containing various information sources. In the preferred
embodiment, the user 100 access the Internet 104 and begins
searching for web sites 106, which are information sources
that contain information of interest to the user. When the user
100 identifies a web site 106 containing information the user
would like to access using only a voice enabled device, such
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as a telephone, and the voice browsing system 108, the user
initiates a “clipping client” engine 110 on his computer 102.

The clipping client 110 allows a user 100 to create a set of
instructions for use by the voice browsing system 108 in order
to report personalized information back to the user upon
request. The instruction set is created by “clipping” informa-
tion from the identified web site A user 100 may be interested
in weather for a specific city, such as Chicago. The user 100
identifies a web site from which he would like to obtain the
latest Chicago weather information. The clipping client 110 is
then activated by the user 100.

The clipping client 110 displays the selected web site in the
same manner as a conventional web browser such as
Microsoft’s® Internet Explorer. FIG. 2 depicts a sample of a
web page 200 displayed by the clipping client 110. The user
100 begins creation of the instruction set for retrieving infor-
mation from the identified web site by selecting the uniform
resource locator (URL) address 202 for the web site (i.e., the
web site address). In the preferred embodiment, this selection
is done by highlighting and copying the URL address 202.
Next, the user selects the information from the displayed web
page that he would like to have retrieved when a request is
made. Referring to FIG. 2, the user would select the informa-
tion regarding the weather conditions in Chicago 204. The
web page 200 may also contain additional information such
as advertisements 206 or links to other web sites 208 which
are not of interest to the user. The clipping client 110 allows
the user to select only that portion of the web page containing
information of interest to the user. Therefore, unless the
advertisements 206 and links 208 displayed on the web page
are of interest to the user, he would not select this information.
Based on the web page information 204 selected by the user,
the clipping client 110 creates a content descriptor file con-
taining a description of the content of the selected web page.
This content descriptor file indicates where the information
selected by the user is located on the web page. In the pre-
ferred embodiment, the content descriptor file is stored within
the web browsing server 302 shown in FIG. 3. The web
browsing server 302 will be discussed below.

Table 1 below is an example of a content descriptor file
created by the clipping client of the preferred embodiment.
This content descriptor file relates to obtaining weather infor-
mation from the web site www.cnn.com.

TABLE 1

table name : portalServices

column :
service

content:

weather

column:
config

content:
[emn]
Input=_zip
URL=http://cgi.cnn.com/cgi-bin/weather/redirect?zip=_ zip
Pre-filter="n” "
Pre-filter="<["<>]+>
Pre-filter=/\s+/ /
Pre-filter=" [\(O\I]” 1 "
Output=__location
Output=first_ day_ name
Output=first_ day_ weather
Output=first_day_ high F
Output=first_day__high C
Output=first_day_ low_F
Output=first_day_low_C
Output=second__day_ name
Output=second__day_ weather
Output=second__day__high F

»

20

25

30

35

40

45

50

55

60

65

4

TABLE 1-continued

Output=second__day__high C
Output=second__day_ low_F
Output=second__day_ low_C
Output=third_ day_ name
Output=third_ day_ weather
Output=third_ day_ high F
Output=third day_ high C
Output=third_ day_ low_F
Output=third_ day_ low_C
Output=fourth_ day_ name
Output=fourth_ day_ weather
Output=fourth_ day_ high F
Output=fourth_ day_ high C
Output=fourth_ day_ low_F
Output=fourth_ day_ low_C
Output=undef
Output=__current_ time
Output=__current__month
Output=__current_ day
Output=__current_ weather
Output=__current__temperature_ F
Output=__current_temperature_ C
Output=__humidity
Output=__wind
Output=__pressure
Output=_sunrise
Output=__sunset
Regular_expression=WEB SERVICES: (.+) Forecast FOUR-DAY
FORECAST (\S+)
(\S+) HI
GH (\S+) F (\S+) CLOW (\S+) F (\S+) C (\S+) (\S+) HIGH
(\S+) F (\S+) C LOW
(\S+
) F (\S+) C (\S+) (\S+) HIGH (\S+) F (\S+) CLOW (\S+) F
(\S+) C (\S+) (\S+)
HIG
H (\S+) F (\S+) CLOW (\S+) F (\S+) C WEATHER MAPS RADAR
(.+) Forecast
CURRENT C
ONDITIONS (.+) local!, (\S+) (\S+) (+) Temp: (\S+) F,
(\S+) C Rel.
Humidity: (
\S+) Wind: (.+) Pressure: (.+) Sunrise: (.+) Sunset: (.+)

Finally, the clipping client 110 prompts the user to enter an
identification word or phrase that will be associated with the
identified web site and information. For example, the user
could associate the phrase “Chicago weather” with the
selected URL 202 and related weather information 204. The
identification word or phrase is stored as a personal recogni-
tion grammar that can now be recognized by a speech recog-
nition engine of the voice browsing system 108 which will be
discussed below. The personal recognition grammar, URL
address 202, and a command for executing a content extrac-
tion agent are stored within a database used by the voice
browser system 108 which will be discussed below.

The voice browsing system 108 used with the preferred
embodiment will now be described in relation to FIG. 3. A
database 300 designed by Webley Systems Incorporated is
connected to one or more web browsing servers 302 as well as
to one or more media servers 304. The database may store
information on magnetic media, such as a hard disk drive, or
it may store information via other widely acceptable methods
for storing data, such as optical disks. The media servers 304
function as user interface systems that provide access to the
voice browsing system 108 from a user’s voice enabled
device 306 (i.e, any type of wireline or wireless telephone,
Internet Protocol (IP) phones, or other special wireless units).
The database 300 contains a section that stores the personal
recognition grammars and related web site information gen-
erated by the clipping client 110. A separate record exists for
each web site defined by the user. An example of a user-
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defined web site record is shown in FIG. 4. Each user-defined
web site record 400 contains the recognition grammar 402
assigned by the user, the associated Uniform Resource Loca-
tor CURL) 404, and a command that enables the “content
extraction agent” 406 and retrieves the appropriate content
descriptor file required to generate proper requests to the web
site and to properly format received data. The web-site record
400 also contains the timestamp 408 indicating the last time
the web site was accessed. The content exaction agent is
described in more detail below.

The database 300 may also contain a listing of pre-re-
corded audio files used to create concatenated phrases and
sentences. Further, database 300 may contain customer pro-
file information, system activity reports, and any other data or
software servers necessary for the testing or administration of
the voice browsing system 108.

The operation of the media servers 304 will now be dis-
cussed in relation to FIG. 5. The media servers 304 function
as user interface systems since they allow a user to access the
voice browsing system 108 via a voice enabled device 306. In
the preferred embodiment, the media servers 304 contain a
speech recognition engine 500, a speech synthesis engine
502, an Interactive Voice Response (IVR) application 504, a
call processing system 506, and telephony and voice hard-
ware 508 that is required to enable the voice browsing system
108 to communicate with the Public Switched Telephone
Network (PSTN) 308. In the preferred embodiment, each
media server is based upon Intel’s Dual Pentium I1I 730 MHz
microprocessor system.

The speech recognition function is performed by a speech
recognition engine 500 that converts voice commands
received from the user’s voice enabled device 306 (i.e., any
type of wireline or wireless telephone, Internet Protocol (IP)
phones, or other special wireless units) into data messages. In
the preferred embodiment, voice commands and audio mes-
sages are transmitted using the PSTN 308 and data is trans-
mitted using the TCP/IP communications protocol. However,
one skilled in the art would recognize that other transmission
protocols may be used. Other possible transmission protocols
would include SIP/VoIP (Session Initiation Protocol/Voice
over IP), Asynchronous Transter Mode (ATM) and Frame
Relay. A preferred speech recognition engine is developed by
Nuance Communications of 1380 Willow Road, Menlo Park,
Calif. 94025 (www.nuance.com). The Nuance engine capac-
ity is measured in recognition units based on CPU type as
defined in the vendor specification. The natural speech rec-
ognition grammars (i e., what a user can say that will be
recognized by the speech recognition grammars (i,e., what a
user can say that will be recognized by the speech recognition
engine) were developed by Webley Systems.

In the preferred embodiment, when a user access the voice
browsing system 108, he will be prompted if he would like to
use his “user-defined searches.” If the user answers affirma-
tively, the media servers 304 will retrieve from the database
300 the personal recognition grammars 402 defined by the
user while using the clipping client 110.

The media servers 304 also contain a speech synthesis
engine 502 that converts the data retrieved by the web brows-
ing servers 302 into audio messages that are transmitted to the
user’s voice enabled device 306. A preferred speech synthesis
engine is developed by Lernout and Hauspie Speech Prod-
ucts, 52 Third Avenue, Burlington, Mass. 01803 (www.lh-
sl.com)

A further description of the web browsing server 302 will
be provided in relation to FIG. 6. The web browsing servers
302 provide access to data stored on any computer network
including the Internet 104, WANs or LANs. The web brows-
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6

ing servers 302 receive responses from web sites 106 and
extract the data requested by the user. This task is known as
“content extraction.” The web browsing server 302 is com-
prised of'a content extraction agent 600, a content fetcher 602,
and the content descriptor file 604. Each of these are software
applications and will be discussed below.

Upon receiving a user-defined web site record 400 from the
database 300 in response to a user request, the web browsing
server 302 invokes the “content extraction agent” command
406 contained in the record 400. The content extraction agent
600 retrieves the content descriptor file 604 associated with
the user-defined record 400. As mentioned, the content
descriptor file 604 directs the extraction agent where to
extract data from the accessed web page and how to format a
response to the user utilizing that data. For example, the
content descriptor file 604 for a web page providing weather
information would indicate where to insert the “city” name or
ZIP code in order to retrieve Chicago weather information.
Additionally, the content descriptor file 604 for each sup-
ported URL indicates the location on the web page where the
response information is provided. The extraction agent 600
uses this information to properly extract from the web page
the information requested by the user.

The content extraction agent 600 can also parse the content
of a web page in which the user-desired information has
changed location or format. This is accomplished based on
the characteristic that most hypertext documents include
named objects like tables, buttons, and forms that contain
textual content of interest to a user. When changes to a web
page occur, a named object may be moved within a document,
but it still exists. Therefore, the content extraction agent 600
simply searches for the relevant name of desired object. In
this way, the information requested by the user may still be
found and reported regardless of changes that have occurred.

Table 2 below contains source code for a content extraction
agent 600 used by the preferred embodiment.

TABLE 2

#!/ust/local/www/bin/sybperls
#$Header:
/ust/local/cvsroot/webley/agents/service/web__dispatch.pl,v
1.6
# Dispatches all web requests
#http://weorp.itn.net/cgi/flstat?carrier=ua&flight__no=155&m
on__abbr=jul&date=
6&stamp=0OhLN~PdbuuE*itn/ord,itn/cb/sprint__hd
#http://cgi.cnnfn.com/flightview/rlm?airline=amt&number=300
require “config tmp.pl”;
# check parameters
die “Usage: $0 service [params]'n” if $#ARGV < 1;
#print STDERR @ARGV;
# get parameters
my ( $service, @param ) = @ARGV;
# check service
my %Services = (
weather__cnn => ‘webget.pl weather_cnn’,
weather__lycos => ‘webget.pl
weather__lycos’,
weather__weather => ‘webget.pl
weather_ weather’,
weather__snap => ‘webget.pl
weather__snap’,
weather__infospace => ‘webget.pl
weather__infospace’,
stockQuote__yahoo => ‘webget.pl stock’,
flightStatus__itn => ‘webget.pl
flight delay’,
yellowPages_ yahoo => ‘yp__data.pl’,
yellowPages_ yahoo => ‘yp_ data.pl’,
newsHeaders_ newsreal => ‘news.pl’,
newsArticle__newsreal => ‘news.pl’,

);
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TABLE 2-continued

8

TABLE 2-continued

# test param

my $date = “date’;

chop ( $date );

my ( $short_date ) = $date =~ Ns+(\w{3}\s+\d{1,2})\s+/;

my %Test = (
weather__cnn => ‘60053°,
weather_lycos => 60053,
weather__weather => *60053°,
weather__snap => ‘60053’,
weather__infospace => *60053°,
stockQuote_yahoo => ‘msft’,
flightStatus__itn => ‘ua 155 °.

$short_date,
yellowPages_ yahoo => ‘tires 60015°,
newsHeaders__newsreal => ‘1°,
newsArticle__newsreal => ‘1 1°,
);

die “$date: $0: error: no such service: $service (check

this script)\n”

unless $Services{ $service };
# prepare absolute path to run other scripts
my ( $path, $script ) = $0 =~ mI~(*/) (V) |;
# store the service to compare against datatable
my $service_stored = $service;
# run service
while( ! ( $response = "$path$Services{ $service } @param’" )
> A

# response failed

# check with test parameters

$response = “$path$Services{ $service } $Test{
$service }';
# print “test: $path$Services{ $service } $Test{
$service };

if ( $response ) {

$service = &switch__service( $service );

# print “Wrong parameter values were supplied:
$service -
@param\n”;
# die “$date: $0: error: wrong parameters: $service
@param\n”;

else {

# change priority and notify
$service = &increase__ attempt( $service );

}

# output the response
print $response;
sub increase__attempt {
my ( $service ) = @_;
my ( $service__name ) = split( /_/, $service );
print STDERR “$date: $0: attn: changing priority for
service:
$service\n”;
# update priority
&db__query( “update meServiceRoute ™
. “set priority = ( select max( priority
) from
mcServiceRoute ”
. “where service = ‘$service__name’) + 1,
. “date = getdate( ), ”
. “attempt = attempt + 1 ”
. “where route = *$script $service’ ” );
# print “---$route===\n"%
# find new route
my $route = @{ &db__query( “select route from
mcServiceRoute ”
. “where service =
‘$service__name’ 7
. “and attempt < 5
. “order by
priority ™)
}=>[0]{route };
&db__query( “update meServiceRoute ™
. “setattempt=0"
. “where route = “$script $service’ )
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if ( $route eq “$script $service”
or $route eq “$script $service_stored” );
( $service__name, $service ) = split( /\s+/, $route );
die “$date: $0: error: no route for the service:
$service (add
more) \n”
unless $service;
return $service;
}
sub switch__service {
my ( $service ) = @_;
my ( $service__name ) = split( /_/, $service );
print STDERR “$date: $0: attn: changing priority for
service:
$service\n”;
# update priority
&db__query( “update meServiceRoute ”
. “set priority = ( select max( priority
) from
mcServiceRoute ”
. “where service = ‘$service__name’ ) + 1,
. “date = getdate( ) ”
. “where route = *$script $service’ ” );
# print “---$route===\n";
# find new route
my $route = @{ &db__query( “select route from
mcServiceRoute ”
. “where service =
‘$service_name’ ”
. “and attempt < 5
. “order by
priority ™)
}=>[0]{route };
die “$date: $0: error: there is the only service:
$route (add
more)\n”
if ( $route eq “$script $service”
or $route eq “$script $service_stored” );
( $service__name, $service ) = split( /\s+/, $route );
die “$date: $0: error: no route for the service:
$service (add
more)\n”
unless $service;
return $service;

Table 3 below contains source code of the content fetcher
602 used with the content extraction agent 600 to retrieve

information from a web site

TABLE 3

#!/ust/local/www/bin/sybperls

#-T

#-w

# $Header:
/ust/local/cvsroot/webley/agents/service/webget.pl,v 1.4
# Agent to get info from the web.

# Parameters: service__name [service_ parameters], i.e. stock
msft or weather

60645

# Configuration stored in files service__name.ini

# if this file is absent the configuration is received from
mecServices table

# This script provides autoupdate to datatable if the .ini
file is newer.

$debug = 1;

use URI::URL;

use LWP::UserAgent;

use HTTP::Request::Common;

use Vail::VarList;

use Sybase::CTlib;

use HTTP::Cookies;

#print “Sybase::CTlib $DB__USR, $DB__PWD, $DB__SRV;”;
open( STDERR, “>>$0.log” ) if $debug;
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TABLE 3-continued

10

TABLE 3-continued

#open( STDERR, “>&STDOUT™ );

$log = “date’;

#$response = "./url.pl
“http://cgi.cnn.com/cgi-bin/weather/redirect?zip=60605"";
#$response = pwd’;

#print STDERR “pwd = $response'n”;

#$response = 1s”;

#print STDERR “Is = $response'n”;

chop( $log );

$log .= “pwd="". ‘pwd’;

chop( $log );

#$debug2 = 1;

my $service = shift;

$log .= « $service: . join( *:’, @ARGV ) . “\n”;

print STDERR $log if $debug;

#$response = "./url.pl
“http://cgi.cnn.com/cgi-bin/weather/redirect?zip=60605"";
my @ini = &read__ini( $service );

chop( @ini );
my $section =
do { $section = &process__section( $section ) } while
$section;

#$response = "./url.pl
“http://cgi.cnn.com/cgi-bin/weather/redirect?zip=60605"";
exit;

PTETS
>

sub read__ini {

my ( $service ) = @_;

my @ini = ();

# first, try to read file

$0 = mIACH) [M]%);

$service = $1 . $service;

if (open( INI, “$service.ini” ) ) {
@ini = ( <INI> );
return @ini unless ( $DB_SRV );
#update datatable
my $file_time = time - int( ( -M “$service.ini” )

3600);
# print “time $file_time'n”;

my $dbh = new Sybase::CTlib $DB__USR, $DB__PWD,
$DB_SRV;

unless ( $dbh ) {
print STDERR “webget.pl: Cannot connect to
dataserver $DB_ SRV:$DB_ USR:$DB_ PWD\n”;
return @ini;

my @row__refs = $dbh->ct_sql( “select lastUpdate
from
meServices where service = ‘$service’ ”, undef; 1 );
if ( $dbh->{ RC } == CS_FAIL ) {
print STDERR “webget.pl: DB select from
meServices
failed\n”;
return @ini;

¥
unless ( defined @row__refs ) {
# have to insert
my ( @ini__escaped ) = map {
(my $x=8_ ) =~s/\NA\\/g;
$x;
} @ini;
$dbh->ct__sql( “insert meServices values(
“$service’,
‘@ini__escaped’, $file_ time )" );
if ($dbh->{ RC } == CS_FAIL ) {
print STDERR “webget.pl: DB insert to
mcServices failed\n”;

return @ini;
# print “time $file_time:”.$row_refs[ 0 ]->{
‘lastUpdate’
}.“\H”;

if ( $file_time > $row__refs[ 0 ]->{ ‘lastUpdate’
A
# have to update
my ( @ini__escaped ) = map {
(my $x=8_ ) =~s/\NA\\/g;
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$x;
} @ini;
$dbh->ct__sql( “update mcServices set config

‘@ini__escaped’, lastUpdate = $file_ time where service =
“$service’ ”);
if ( $dbh->{ RC } == CS_FAIL ) {
print STDERR “webget.pl: DB update to
mcServices failed\n”;

¥
¥
return @ini;
else {

print STDERR “$0: WARNING: $service.ini n/a in
Cpwd’
. “Try to read DB\n”;

# then try to read datatable
die “webget.pl: Unable to find service $service\n”
unless ( $DB_SRV/
)
my $dbh = new Sybase::CTlib $DB__USR, $DB_PWD,
$DB_SRV;
die “webget.pl: Cannot connect to dataserver
$DB_ SRV:$DB_ USR:$DB_ PWD'n” unless ( $dbh );
my @row__refs = $dbh->ct__sql( “select config from
mcServices where
service = ‘$service’ ”, undef, 1 );
die “webget.pl: DB select from mcServices failed\n” if
$dbh->{ RC }
— CS_FAIL;
die “webget.pl: Unable to find service $service\n”
unless ( defined
@row__refs );
$row__refs[ 0 ]->{ ‘config’ } =~ s/\n \n\r/g;
@ini = split( /\t/, $row__refs[ 0 ]->{ ‘config’ } );
return @ini;

)

sub process__section {
my ( $prev__section ) = @_;
my ( $section, $output, $content );
my %Param;
my %Content;

# print n”;
foreach ( @ini ) {
# print;
# chop;
s/\s+8$//;
s/Ms+/;
# get section name
M A
# print “$__: $section:$prev__section'n”;

last if $section;
next if $1 eq “print”;
# next if $prev__section ne
$prev__section ne $1;
if ( $prev_section eq $1 ) {
$prev_section =« 7;
next;

PTEs

and

$section = $1;
}
# get parameters
push( @{ $Param{ $1 } }, $2 ) if $section and
A=10)=(*);

# PNt “++++++++HHHH D
return O unless $section;
# print “section $section'n”;

# substitute parameters with values

map { $Param{ URL }->[ 0 ] =~ s/$Param{ Input }->[ §__
VSARGV[ S_
Vg

}0. . $#{ $Param{ Input } };

# get page content

( $Content{ ‘TIME’ }, $content ) = &get__url__content(
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TABLE 3-continued

${ $Param{ URL
FrIo1y
# filter it
map {
if (AN TVY or
{N([AV]+)V([AV]*)V/ )

my $out = $2; $content =~ s/$1/$out/g;

¥
} @{ $Param{ “Pre-filter” } };
#print STDERR $content;
# do main regular expression
unless( @values = $content =~ /${ $Param{
Regular__expression } } [0

I
&die__hard( ${ $Param{ Regular_expression } } [0
1, $content

)

return $section;

%Content = map { ( $Param{ Output }->[ $__], $values[
$_1

}0.. $#{ $Param{ Output } };

# filter it

map {

(/TR NV
or /(IMVIHV([VIRVVIIVE) {
my $out = $3;

$Content{ $1 } =~ s/$2/$out/g;

b
} @{ $Param{ “Post-filter” } };
# calculate it
map {
if (A=1+)=(*)){
my $eval = $2;
map { $eval =~ s/$_/$Content{ $__ }/g
} keys %Content;
$Content{ $1 } = eval( $eval );

} @{ $Param{ Calculate } };
# read section [print]
foreach $i (0. . $#ini ) {
next unless $ini[ $i ] =~ /\[print\]/;
foreach ($i+1 .. $#ini) {
last if $ini[ $__ ] =~ A[+];
Soutput .= $ini[ $__]. “\n”;
)
last;
}
# prepare output
map { $output =~ s/$_/$Content{ $__ }/g
} keys %Content;
print $output;

return O;

}

sub get_url_content {
my ($url) =@_;

print STDERR $url if $debug;
# $response = "Jurl.pl “$url’’;
$response = *Jurl.pl “$url’’;
return( $time — time, $response );
my $ua = LWP::UserAgent—>new;
$ua->agent( ‘Mozilla/4.0 [en] (X11; I; FreeBSD 2.2.8-
STABLE i386) *
);
# $ua—>proxy( [*http’, “https’],
‘http://proxy.webley:3128/");
# $ua->no_ proxy( ‘webley’, ‘vail’);
my $cookie = HTTP::Cookies—>new;
$ua->cookie_jar( $cookie );
$url = url $url;
print “$url\n’” if $debug?;
my $time = time;
my $res = $ua—>request( GET $url );
print “Response: ” . ( time — $time ) . “sec\n” if
$debug2;
return( $time - time, $res—>content );

sub die__hard {
my( $re, $content ) = @_;
my ( $re__end, $pattern );
while( $content !~ /$re/ ) {
L ( Sre = /0T NOTF) {
$re_end =$1 . $re_end;

w

10 else {
$re_end = $re;
last;

}

$content =~ /$re/;
15 print STDERR “The regular expression did not match:\n
$re\n
Possible misuse:
$re__end:\n
Matched:
$&n
Mismatched:
$°n
” if $debug;

if ($debug ) {

print STDERR “Content:\n $content'n” unless

$;

25}

Once the web browsing server 302 accesses the web site
specified in the URL 404 and retrieves the requested infor-
mation, it is forwarded to the media server 304. The media
server uses the speech synthesis engine 502 to create an audio
message that is then transmitted to the user’s voice enabled
device 306. In the preferred embodiment, each web browsing
server is based upon Intel’s Dual Pentium 111 730 MHz micro-
processor system.

Referring to FIG. 3, the operation of the personal voice-
based information retrieval system will be described. A user
establishes a connection between his voice enabled device

40 306 and a media server 304 of the voice browsing system 108.
This may be done using the Public Switched Telephone Net-
work (PSTN) 308 by calling a telephone number associated
with the voice browsing system 108. Once the connection is
established, the media server 304 initiates an interactive voice

45 response (IVR) application. The IVR application plays audio
message to the user presenting a list of options, which
includes “perform a user-defined search.” The user selects the
option to perform a user-defined search by speaking the name
of the option into the voice enabled device 306.

50  The media server 304 then accesses the database 300 and
retrieves the personal recognition grammars 402. Using the
speech synthesis engine 502, the media server 304 then asks
the user, “Which of the following user-defined searches
would you like to perform” and reads to the user the identi-

55 fication name, provided by the recognition grammar 402, of
each user-defined search. The user selects the desired search
by speaking the appropriate speech command or pronounce-
able name described within the recognition grammar 402.
These speech recognition grammars 402 define the speech

60 commands or pronounceable names spoken by a user in order

to perform a user-defined search. If the user has a multitude of
user-defined searches, he may speak the command or pro-
nounceable name described in the recognition grammar 402
associated with the desired search at anytime without waiting
5 for the media server 304 to list all available user-defined
searches. This feature is commonly referred to as a “barge-in”
feature.

o
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The media server 304 uses the speech recognition engine
500 to interpret the speech commands received from the user.
Based upon these commands, the media server 304 retrieves
the appropriate user-defined web site record 400 from the
database 300. This record is then transmitted to a web brows-
ing server 302. A firewall 310 may be provided that separates
the web browsing server 302 from the database 300 and
media server 304. The firewall provides protection to the
media server and database by preventing unauthorized access
in the event the firewall 312 for the web browsing server fails
or is compromised. Any type of firewall protection technique
commonly known to one skilled in the art could be used,
including packet filter, proxy server, application gateway, or
circuit-level gateway techniques.

The web browsing server 302 accesses the web site 106
specified by the URL 404 in the user-defined web site record
400 and retrieves the user-defined information from that site
using the content extraction agent and specified content
descriptor file specified in the content extraction agent com-
mand 406. Since the web browsing server 302 uses the URL
and retrieves new information from the Internet each time a
request is made, the requested information is always updated.

The content information received from the responding web
site 106 is then processed by the web browsing server 302
according to the associated content descriptor file. This pro-
cessed response is then transmitted to the media server 304
for conversion into audio messages using either the speech
synthesis engine 502 or selecting among a database of prere-
corded voice responses contained within the database 300.

It should be noted that the web sites accessible by the
personal information retrieval system and voice browser of
the preferred embodiment may use any type of mark-up lan-
guage, including Extensible Markup Language (XML),
Wireless Markup Language (WML), Handheld Device
Markup Language (HDML), Hyper Text Markup Language
(HTML), or any variation of these languages.

The descriptions of the preferred embodiments described
above are set forth for illustrative purposes and are not
intended to limit the present invention in any manner Equiva-
lent approaches are intended to be included within the scope
of'the present invention. While the present invention has been
described with reference to the particular embodiments illus-
trated, those skilled in the art will recognize that many
changes and variations may be made thereto without depart-
ing from the spirit and scope of the present invention. These
embodiments and obvious variations thereof are contem-
plated as falling within the scope and spirit of the claimed
invention.

I claim:

1. A method for allowing users to use speech commands to
obtain information from a pre-defined portion of a pre-se-
lected web site in audio format, said method comprising the
steps of:

(a) providing a computer having a speech processor, said
computer being operatively connected to the internet
and to at least one phone;

(b) providing a URL to said computer, said URL indicating
apre-selected web site from which the information is to
be retrieved;

(c) using said computer to designate a pre-defined portion
of'the pre-selected web site which contains the informa-
tion to be retrieved;

(d) using said computer to identify a named object associ-
ated with the content of the information to be retrieved;

(e) using said computer to generate a regular expression
based on said pre-defined portion of said pre-selected
web site and said named object, said regular expression

20

25

30

35

40

45

50

55

60

65

14

corresponding to said content of said information to be
retrieved, wherein said regular expression is a text string
used for describing a search pattern;
() providing a speech command to said speech processor,
said speech command corresponding to said regular
expression;
(g) said speech processor converting said speech command
to a digital-form command;
(h) said computer receiving said digital-form command
from said speech processor, said computer assigning
said regular expression to said digital-form command;
(1) after steps (a) through (h) are completed, transmitting an
audio speech command to said speech processor, said
speech command corresponding to said regular expres-
sion;
(j) said speech processor converting said speech command
to said digital-form command;
(k) said computer receiving said digital-form command
from said speech processor;
(1) said computer retrieving said regular expression corre-
sponding to said digital-form command;
(m) said computer retrieving the information from the pre-
defined portion of the pre-selected web site correspond-
ing to said regular expression when the requested infor-
mation is found in the pre-defined portion of the pre-
selected website;
(n) said computer searching said pre-selected web site for
said named object when the requested information is not
found in the pre-defined portion of the pre-selected web
site;
(0) said computer providing said retrieved information to
said speech processor;
(p) said speech processor converting said retrieved infor-
mation into an audio message; and
(q) said speech processor forwarding said audio message to
a user.
2. The method of claim 1 wherein the pre-defined portion
of the pre-selected web site being retrieved is periodically
updated.
3. The method of claim 1 wherein the step of providing a
URL to a computer is performed by a user.
4. The method of claim 1 wherein the step of using said
computer to designate a pre-defined portion of the web site
which contains the information to be retrieved comprises the
steps of:
displaying the web site on a graphical display operatively
connected to the computer; and
using computer software to select the pre-defined portion
of the pre-selected web site which contains the informa-
tion to be retrieved.
5. The method of claim 4 wherein the step of using said
computer to designate a pre-defined portion of the web site
which contains the information to be retrieved is performed
by a user.
6. A system for retrieving information from a pre-defined
portion of a pre-selected web site by uttering speech com-
mands into a phone and for providing to a user retrieved
information in an audio form, said system comprising:
a server, said server operatively connected to the internet
and to at least one phone, said server comprising:
telephony hardware, said telephony hardware opera-
tively connected to said phone and to said server;

at least one speech recognition engine, said speech rec-
ognition engine operatively connected to said server
and to said telephony hardware;
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a speech synthesis engine, said speech synthesis engine 14. The system of claim 6 further comprising computer
operatively connected to said server and to said tele- software stored on the server, said computer software config-
phony hardware; and ured to create said instruction set based on user-defined infor-
a call processing system, said call processing system mation.

configured to receive speech commands through said
telephony hardware and forward said speech com-
mands to said speech recognition engine and said call
processing system further configured to receive an
audio message from said speech synthesis engine and
forward said audio message through said telephony
hardware;

a first instruction set stored on said server, said first
instruction set configured to identify the pre-defined
portion of the pre-selected web site and to identify a
named object associated with the content of the infor-
mation to be retrieved, said pre-defined portion con-
taining the information to be retrieved from the web
site, said first instruction set comprising:

a uniform resource locator address for said web site;
and
the named object;

a second instruction set stored on said server, said sec-
ond instruction set configured to generate a regular
expression based on said pre-defined portion of said
pre-selected web site and said named object, said
regular expression corresponding to said content of
said information to be retrieved, wherein said regular
expression is a text string used for describing a search
pattern;

a recognition grammar corresponding to each said
instruction set and corresponding to a speech com-
mand;

said speech recognition engine configured to receive
said speech command and to select the corresponding
recognition grammar, said speech recognition engine
further configured to retrieve each said instruction set
corresponding to said recognition grammar upon
receiving said speech command;

a web browser operatively connected to said server, said
web browser including at least a content extraction
agent, a content fetcher, and a content descriptor file,
said web browser configured to access said pre-de-
fined portion of said web she defined by said instruc-
tion sets and to retrieve said information defined by
said instruction sets;

said speech synthesis engine configured to convert the
retrieved information from said pre-defined portion of
said pre-selected web site into an audio message, and
said speech synthesis engine further configured to
transmit said audio message to said user.

7. The system of claim 6 wherein the phone is a landline
telephone.

8. The system of claim 6 wherein the phone is a wireless
telephone.

9. The system of claim 6 wherein the phone is an internet
protocol telephone.

10. The system of claim 6 wherein the server is operatively
connected to a local area network.

11. The system of claim 6 wherein the server is operatively
connected to a wide area network.

12. The system of claim 6 wherein the server is operatively
connected to the Internet.

13. The system of claim 6 further comprising a database
operatively connected to the server, the database configured
to store said instruction set and said recognition grammars.

5

10

—

5

25

30

35

40

45

50

55

60

15. The system of claim 6 further comprising:

a graphical display operatively connected to the server,
said graphical display configured to display the pre-
selected web site; and

computer software stored on the server, said computer
software configured to select the pre-defined portion of
the pre-selected web site which contains the information
to be retrieved.

16. A method for allowing a phone user to set up and

subsequently retrieve information in an audio format from a
pre-defined portion of a pre-selected web she, said method
comprising the steps of:

providing a server operatively connected to the internet and
to at least one phone, said server being operatively con-
nected to a speech recognition engine and to a speech
synthesis engine;

providing a first instruction set stored on said server for
identifying the pre-defined portion of a pre-selected web
she containing the content of the information to be
retrieved from the web site, said first instruction set
comprising:
auniform resource locater address for said web site; and
a named object associated with the content of the infor-

mation to be retrieved;

providing a second instruction set stored on said server for
generating a regular expression based on said pre-de-
fined portion of said pre-selected web site and said
named object, said regular expression corresponding to
said content of said information to be retrieved, wherein
said regular expression is a text string used for describ-
ing a search pattern;

providing a speech command to said speech recognition
engine, said speech command corresponding to said
instruction sets;

said speech recognition engine assigning said speech com-
mand to a recognition grammar, said speech command
and said recognition grammar corresponding to each
said instruction set;

transmitting said speech command to said speech recogni-
tion engine;

said speech recognition engine receiving said speech com-
mand and selecting the corresponding recognition
grammar;

said server retrieving each said instruction set correspond-
ing to said recognition grammar;

said server accessing said pre-defined portion of said pre-
selected web site defined by said instruction sets and
retrieving said information defined by said instruction
sets when the requested information is found in the
pre-defined portion of the pre-selected web site;

said server searching said pre-selected website when the
requested information is not found in the pre-defined
portion of the pre-selected web site;

said speech synthesis engine converting the retrieved infor-
mation from said pre-selected web site into an audio
message; and

said speech synthesis engine transmitting said audio mes-
sage to said user.

17. The method of claim 16 wherein the step of providing

at least one instruction set to the server is performed by the

65 user.

18. The method of claim 16 wherein the step of providing

atleast one instruction set to the server comprises the steps of:
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displaying the web site on a graphical display operatively

connected to the server; and

using computer software to select the pre-defined portion

of'the pre-selected web site which contains the informa-
tion to be retrieved.

19. The method of claim 18 wherein the step of providing
at least one instruction set to the server is performed by the
user.

20. The method of claim 16 wherein the pre-defined por-
tion of the pre-selected web site being retrieved is periodi-
cally updated.

5

18

21. The system of claim 6 wherein the named object is
selected from the group consisting of: “weather”, “forecast”,
“high”, “low”, “radar”, “temp”, “temperature”, “humidity”,
“humidity level”, “wind”, “wind speed”, “wind direction”,
“pressure”, “sunrise”, “sunset”, “time”, “month”, “day”,
“stock”, “stock quote”, “news”, “news reel”, “airline”, “car-

rier”, “flight”, and “flight number”.
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1
PERSONAL VOICE-BASED INFORMATION
RETRIEVAL SYSTEM

CROSS-REFERENCE TO RELATED
APPLICATIONS

The present application is a continuation of U.S. Utility
application Ser. No. 11/711,773, filed Jun. 29, 2007, which is
a continuation of U.S. Utility application Ser. No. 09/777,
406, dated Feb. 6, 2001, which claims priority to U.S. Provi-
sional Patent Application No. 60/180,343, filed Feb. 4, 2000,
which are incorporated by reference herein in their entirety.

FIELD OF THE INVENTION

The present invention relates generally to the field of pro-
viding information access. In particular, the invention relates
to a personalized system for accessing information from the
Internet or other information sources using speech com-
mands.

BACKGROUND OF THE INVENTION

Popular methods of information access and retrieval using
the Internet or other computer networks can be time-consum-
ing and complicated. A user must frequently wade through
vast amounts of information provided by an information
source or web site in order obtain a small amount of relevant
information. This can be time-consuming, frustrating, and,
depending on the access method, costly. A user is required to
continuously identify reliable sources of information and, if
these information sources are used frequently, repeatedly
access these sources.

Current methods of accessing information stored on com-
puter networks, such as Wide Area Networks (WANs), Local
Area Network (LANs) or the Internet, require a user to have
access to a computer. While computers are becoming increas-
ingly smaller and easier to transport, using a computer to
access information is still more difficult than simply using a
telephone. Since speech recognition systems allow a user to
convert his voice into a computer-usable message, telephone
access to digital information is becoming more and more
feasible. Voice recognition technology is growing in its abil-
ity to allow users to use a wide vocabulary. Further, such
technology is quite accurate when a single, known user only
needs to use a small vocabulary.

Therefore, a need exists for an information access and
retrieval system and method that allows users to access fre-
quently needed information from information sources on net-
works by using a telephone and simple speech commands.

SUMMARY OF THE INVENTION

One object of the preferred embodiment of the present
invention is to allow users to customize a voice browsing
system.

A further object of the preferred embodiment is to allow
users to customize the information retrieved from the Internet
or other computer networks and accessed by speech com-
mands over telephones.

Another object of the preferred embodiment is to provide a
secure and reliable retrieval of information over the Internet
or other computer networks using predefined verbal com-
mands assigned by a user.

The present invention provides a solution to these and other
problems by providing a new system for retrieving informa-
tion from a network such as the Internet. A user creates a
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user-defined record in a database that identifies an informa-
tion source, such as a web site, containing information of
interest to the user. This record identifies the location of the
information source and also contains a recognition grammar
assigned by the user. Upon receiving a speech command from
the user that is described in the assigned recognition gram-
mar, a network interface system accesses the information
source and retrieves the information requested by the user.

In accordance with the preferred embodiment of the
present invention, a customized, voice-activated information
access system is provided. A user creates a descriptor file
defining specific information found on a web site the user
would like to access in the future. The user then assigns a
pronounceable name or identifier to the selected content and
this pronounceable name is saved in a user-defined database
record as a recognition grammar along with the URL of the
selected web site.

In the preferred embodiment, when a user wishes to
retrieve the previously defined web-based information, a tele-
phone call is placed to a media server. The user provides
speech commands to the media server that are described in the
recognition grammar assigned to the desired search. Based
upon the recognition grammar, the media server retrieves the
user-defined record from a database and passes the informa-
tion to a web browsing server which retrieves the information
from associated web site. The retrieved information is then
transmitted to the user using a speech synthesis software
engine.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 displays a personal information selection system
used with the preferred embodiment of the present invention;

FIG. 2 displays a web page displayed by the clipping client
of the preferred embodiment;

FIG. 3 is a block diagram of a voice browsing system used
with preferred embodiment of the present invention;

FIG. 4 is a block diagram of a user-defined database record
created by preferred embodiment of the present invention;

FIG. 5 is a block diagram of a media server used by the
preferred embodiment, and

FIG. 6 is a block diagram of a web browsing server used by
the preferred embodiment.

DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENT

The present invention uses various forms of signal and data
transmission to allow a user to retrieve customized informa-
tion from a network using speech communication. In the
preferred embodiment of the present invention, a user asso-
ciates information of interest found on a specific information
source, such as a web site, with a pronounceable name or
identification word. This pronounceable name/identification
word forms a recognition grammar in the preferred embodi-
ment. When the user wishes to retrieve the selected informa-
tion, he may use a telephone or other voice enabled device to
access a voice browser system. The user then speaks a com-
mand described in the recognition grammar associated with
the desired information. The voice browsing system then
accesses the associated information source and returns to the
user, using a voice synthesizer, the requested information.

Referring to FIG. 1, a user 100 uses a computer 102 to
access a network, such as a WAN, LAN, or the Internet,
containing various information sources. In the preferred
embodiment, the user 100 access the Internet 104 and begins
searching for web sites 106, which are information sources
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that contain information of interest to the user When the user
100 identifies a web site 106 containing information the user
would like to access using only a voice enabled device, such
as a telephone, and the voice browsing system 108, the user
initiates a “clipping client” engine 110 on his computer 102.

The clipping client 110 allows a user 100 to create a set of
instructions for use by the voice browsing system 108 in order
to report personalized information back to the user upon
request. The instruction set is created by “clipping” informa-
tion from the identified web site. A user 100 may be interested
in weather for a specific city, such as Chicago. The user 100
identifies a web site from which he would like to obtain the
latest Chicago weather information. The clipping client 110 is
then activated by the user 100

The clipping client 110 displays the selected web site in the
same manner as a conventional web browser such as
Microsoft’s® Internet Explorer. FIG. 2 depicts a sample of a
web page 200 displayed by the clipping client 110. The user
100 begins creation of the instruction set for retrieving infor-
mation from the identified web site by selecting the uniform
resource locator (URL) address 202 for the web site (i.e., the
web site address). In the preferred embodiment, this selection
is done by highlighting and copying the URL address 202.
Next, the user selects the information from the displayed web
page that he would like to have retrieved when a request is
made. Referring to FIG. 2, the user would select the informa-
tion regarding the weather conditions in Chicago 204. The
web page 200 may also contain additional information such
as advertisements 206 or links to other web sites 208 which
are not of interest to the user. The clipping client 110 allows
the user to select only that portion of the web page containing
information of interest to the user. Therefore, unless the
advertisements 206 and links 208 displayed on the web page
are of interest to the user, he would not select this information.
Based on the web page information 204 selected by the user,
the clipping client 110 creates a content descriptor file con-
taining a description of the content of the selected web page.
This content descriptor file indicates where the information
selected by the user is located on the web page. In the pre-
ferred embodiment, the content descriptor file is stored within
the web browsing server 302 shown in FIG. 3. The web
browsing server 302 will be discussed below.

Table 1 below is an example of a content descriptor file
created by the clipping client of the preferred embodiment.
This content descriptor file relates to obtaining weather infor-
mation from the web site www.cnn.com.

TABLE 1

table name : portalServices

column :
service

content:

weather

column:
config

content:
[cnn]
Input=_zip
URL=http://cgi.cnn.com/cgi-bin/weather/redirect?zip=_zip
Pre-filter="\n" "
Pre-filter="<] <>]+>*
Pre-filter="\s+/ /
Pre-filter="[\()\[]*“1”
Output=__location
Output=first_day_ name
Output=first_day_ weather
Output=first_day_ high F
Output=first_day_ high C
Output=first_day_ low_F
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TABLE 1-continued

Output=first_day_low_C
Output=second__day_ name
Output=second__day_ weather
Output=second__day__high F
Output=second__day__high C
Output=second__day_ low_F
Output=second__day_ low_C
Output=third_day_ name
Output=third_ day_ weather
Output=third_ day_ high_F
Output=third_ day__high_ C
Output=third_day_ low_F
Output=third_ day_ low_C
Output=fourth_ day_ name
Output=fourth_ day_ weather
Output=fourth day_ high F
Output=fourth_ day_ high C
Output=fourth_ day_ low_F
Output=fourth_ day_ low_C
Output=undef
Output=__current_ time
Output=__current_ month
Output=__current_ day
Output=__current_ weather
Output=__current__temperature_ F
Output=__current__temperature_ C
Output=__humidity
Output=__wind
Output=__pressure
Output=__sunrise
Output=__sunset
Regular__expression=WEB SERVICES: (.+) Forecast FOUR-DAY

FORECAST (\S+)

(\S+) HIGH

(\S+) F (\S+) C LOW (\S+) F (\S+) C (\S+) (\S+) HIGH

(\S+) F (\S+) C LOW

(\S+

) F (\S+) C (\S+) (\S+) HIGH (\S+) F (\S+) CLOW (\S+) F

(\S+) C (\S+) (\S+)

HIGH

-(\S+) F (\S+) C LOW (\S+) F (\S+) C WEATHER MAPS RADAR

(.+) Forecast

CURRENT CONDITIONS

(.+) tocal!, (\S+) (\S+) (+) Temp: (\S+) F,

(\S+) C Rel.

Humidity: (

\S+) Wind: (.+) Pressure: (.+) Sunrise: (.+) Sunset: (.+)

Finally, the clipping client 110 prompts the user to enter an
identification word or phrase that will be associated with the
identified web site and information. For example, the user
could associate the phrase “Chicago weather” with the
selected URL 202 and related weather information 204. The
identification word or phrase is stored as a personal recogni-
tion grammar that can now be recognized by a speech recog-
nition engine of the voice browsing system 108 which will be
discussed below. The personal recognition grammar, URL
address 202, and a command for executing a content extrac-
tion agent are stored within a database used by the voice
browser system 108 which will be discussed below.

The voice browsing system 108 used with the preferred
embodiment will now be described in relation to FIG. 3. A
database 300 designed by Webley Systems Incorporated is
connected to one or more web browsing servers 302 as well as
to one or more media servers 304. The database may store
information on magnetic media, such as a hard disk drive, or
it may store information via other widely acceptable methods
for storing data, such as optical disks. The media servers 304
function as user interface systems that provide access to the
voice browsing system 108 from a user’s voice enabled
device 306 (i.e. any type of wireline or wireless telephone,
Internet Protocol (IP) phones, or other special wireless units).
The database 300 contains a section that stores the personal
recognition grammars and related web site information gen-
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erated by the clipping client 110. A separate record exists for
each web site defined by the user. An example of a user—
defined web site record is shown in FIG. 4. Each user-defined
web site record 400 contains the recognition grammar 402
assigned by the user, the associated Uniform Resource Loca-
tor (URL) 404, and a command that enables the “content
extraction agent” 406 and retrieves the appropriate content
descriptor file required to generate proper requests to the web
site and to properly format received data. The web-site record
400 also contains the timestamp 408 indicating the last time
the web site was accessed. The content exaction agent is
described in more detail below.

The database 300 may also contain a listing of pre-re-
corded audio files used to create concatenated phrases and
sentences. Further, database 300 may contain customer pro-
file information, system activity reports, and any other data or
software servers necessary for the testing or administration of
the voice browsing system 108.

The operation of the media servers 304 will now be dis-
cussed in relation to FIG. 5. The media servers 304 function
as user interface systems since they allow a user to access the
voice browsing system 108 via a voice enabled device 306. In
the preferred embodiment, the media servers 304 contain a
speech recognition engine 500, a speech synthesis engine
502, an Interactive Voice Response (IVR) application 504, a
call processing system 506, and telephony and voice hard-
ware 508 that is required to enable the voice browsing system
108 to communicate with the Public Switched Telephone
Network (PSTN) 308. In the preferred embodiment, each
media server is based upon Intel’s Dual Pentium I1I 730 MHz
microprocessor system.

The speech recognition function is performed by a speech
recognition engine 500 that converts voice commands
received from the user’s voice enabled device 10 (i.e., any
type of wireline or wireless telephone, Internet Protocol (IP)
phones, or other special wireless units) into data messages. In
the preferred embodiment, voice commands and audio mes-
sages are transmitted using the PSTN 308 and data is trans-
mitted using the TCP/IP communications protocol. However,
one skilled in the art would recognize that other transmission
protocols may be used. Other possible transmission protocols
would include SIP/VoIP (Session Initiation Protocol/Voice
over IP), Asynchronous Transter Mode (ATM) and Frame
Relay. A preferred speech recognition engine is developed by
Nuance Communications of 1380 Willow Road, Menlo Park,
Calif. 94025 (www.nuance.com). The Nuance engine capac-
ity is measured in recognition units based on CPU type as
defined in the vendor specification. The natural speech rec-
ognition grammars (i.e., what a user can say that will be
recognized by the speech recognition engine) were developed
by Webley Systems.

In the preferred embodiment, when a user access the voice
browsing system 108, he will be prompted if he would like to
use his “user-defined searches.” If the user answers affirma-
tively, the media servers 304 will retrieve from the database
300 the personal recognition grammars 402 defined by the
user while using the clipping client 110.

The media servers 304 also contain a speech synthesis
engine 502 that converts the data retrieved by the web brows-
ing servers 302 into audio messages that are transmitted to the
user’s voice enabled device 306. A preferred speech synthesis
engine is developed by Lernout and Hauspie Speech Prod-
ucts, 52 Third Avenue, Burlington, Mass. 01803 (www.lh-
sl.com).

A further description of the web browsing server 302 will
be provided in relation to FIG. 6. The web browsing servers
302 provide access to data stored on any computer network
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including the Internet 104, WANs or LANs. The web brows-
ing servers 302 receive responses from web sites 106 and
extract the data requested by the user. This task is known as
“content extraction.” The web browsing server 302 is com-
prised of'a content extraction agent 600, a content fetcher 602,
and the content descriptor file 604. Each of these are software
applications and will be discussed below.

Upon receiving a user-defined web site record 400 from the
database 300 in response to a user request, the web browsing
server 302 invokes the “content extraction agent” command
406 contained in the record 400. The content extraction agent
600 retrieves the content descriptor file 604 associated with
the user-defined record 400. As mentioned, the content
descriptor file 604 directs the extraction agent where to
extract data from the accessed web page and how to format a
response to the user utilizing that data. For example, the
content descriptor file 604 for a web page providing weather
information would indicate where to insert the “city” name or
ZIP code in order to retrieve Chicago weather information.
Additionally, the content descriptor file 604 for each sup-
ported URL indicates the location on the web page where the
response information is provided. The extraction agent 600
uses this information to properly extract from the web page
the information requested by the user.

The content extraction agent 600 can also parse the content
of a web page in which the user-desired information has
changed location or format. This is accomplished based on
the characteristic that most hypertext documents include
named objects like tables, buttons, and forms that contain
textual content of interest to a user When changes to a web
page occur, a named object may be moved within a document,
but it still exists. Therefore, the content extraction agent 600
simply searches for the relevant name of desired object. In
this way, the information requested by the user may still be
found and reported regardless of changes that have occurred.

Table 2 below contains source code for a content extraction
agent 600 used by to the preferred embodiment.

TABLE 2

#!/ust/local/www/bin/sybperl5
#$Header:
fust/local/cvsroot/webley/agents/service/web__dispatch.pl,v
1.6
# Dispatches all web requests
#http://weorp.itn.net/cgi/flstat?carrier=ua&flight_ no=155&mon
__abbr=jul&date=
6&stamp=ChLN~PdbuuE*itn/ord,itn/cb/sprint__hd
#http://cgi.cnnfn.com/flightview/rlm?airline=amt&number=300
require “config_ tmp.pl”;
# check parameters
die “Usage: $0 service [params]'n” if $#ARGV < 1;
#print STDERR @ARGV;
# get parameters
my ( $service, @param ) = @ARGV;
# check service
my %Services = (
weather__cnn => ‘webget.pl weather_cnn’,
weather_ lycos => ‘webget.pl
weather_ lycos’,
weather_ weather => ‘webget.pl
weather_ weather’,
weather__snap => ‘webget.pl
weather__snap’,
weather__infospace => ‘webget.pl
weather__infospace’,
stockQuote__yahoo => ‘webget.pl stock’,
flightStatus__itn => ‘webget.pl
flight_delay’,
yellowPages_yahoo => ‘yp__data.pl’,
yellowPages_yahoo => ‘yp__data.pl’,
newsHeaders_ newsreal => ‘news.pl’,
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TABLE 2-continued TABLE 2-continued
newsArticle__newsreal => ‘news.pl’, . “where route = *$script $service™ )
)% if ( $route eq “$script $service”
# test param or $route eq “$script $service_stored” );
my $date = ‘date; 5 ( $service__name, $service ) = split( /\s+/, $route );
chop( $date ); die “$date: $0: error: no route for the service:
my ( $short_date ) = $date =~ Ns+(\w{3 P\s+\d{1,2})\s+/; $service (add
my %Test = ( more)\n”
weather__cnn => ‘60053°, unless $service;
weather__lycos => 60053, return $service;
weather__weather => *60053°, 10
- weather__snap => 60053, sub switch__service {
weather__infospace => *60053°, my ( $service ) = @_;
stockQuote__yahoo => ‘msft’, my ( $service__name ) = split(/_/, $service );
flightStatus__itn => ‘ua 155 °. print STDERR “$date: $0: attn: changing priority for
$short_date, service:
yellowPages_ yahoo => ‘tires 60015°, 15 $service\n”;
newsHeaders_ newsreal => ‘1, # update priority
newsArticle__newsreal => ‘1 1°, &db__query( “update meServiceRoute
5 . “set priority = ( select max( priority
die “$date: $0: error: no such service: $service (check ) from
this script)\n” meServiceRoute
unless $Services{ $service }; . “where service = ‘$service__name’) + 1,
# prepare absolute path to run other scripts 20 ”
my ( $path, $script ) = $0 =~ m| (*)([ /]*)1; . “date = getdate( ) ”
# store the service to compare against datatable . “where route = *$script $service™ );
my $service_stored = $service; # print “---$route===\n";
# run service - # find new route
while( !( $response = ‘$path$Services{ $service } @param’) my $route = @{ &db__query( “select route from
){ 25 mcServiceRoute
# response failed . “where service =
# check with test parameters ‘$service__name’”
$response = ‘$path$Services{ $service } $Test{ . “and attempt < 5
$service }; ”
#  print “test: $path$Services{ $service } $Test{ . “order by
$service }7; 30 priority )
if ( $response ) { }->10]{ route };
$service = &switch__service( $service ); die “$date: $0: error: there is the only service:
# print “Wrong parameter values were supplied: $route (add
$service - more)\n”
(@param'n”; if ( $route eq “$script $service”
# die “$date: $0: error: wrong parameters: $service 35 or $route eq “$script $service_stored” );
- ( $service__name, $service ) = split( /\s+/, $route );
@param\n”; die “$date: $0: error: no route for the service:
$service (add
else { more)\n”
# change priority and notify unless $service;
$service = &increase__attempt( $service ); return $service;

} 0
) the
# output the response
print $response; Table 3 below contains source code of the content fetcher
sub mcrea?e(m?mp)t { @ 602 used with the content extraction agent 600 to retrieve
m’ SeIrvice ) = . . . .
v - information from a web site

my ( $service__name ) = split( /_/, $service ); 45
print STDERR “$date: $0: attn: changing priority for
service: TABLE 3
$service\n”;
# update priority #!/ust/local/www/bin/sybperls
&db__query( “update meServiceRoute #T
. “set priority = ( select max( priority 50 #-w
) from # $Header:
meServiceRoute /ust/local/cvsroot/webley/agents/service/webget.pl,v 1.4
. “where service = ‘$service__name’ ) + 1, # Agent to get info from the web.
” # Parameters: service__name [service_ parameters], i.e. stock
. “date = getdate( ),” msft or weather
. “attempt = attempt + 1 ” 55 60645
. “where route = ‘$script $service™ ); # Configuration stored in files service__name.ini
# print “---$route===\n"; # if this file is absent the configuration is received from
# find new route meServices table
my $route = @{ &db__query( “select route from # This script provides autoupdate to datatable if the .ini
mcServiceRoute ” file is newer.
. “where service = $debug = 1;
‘$service__name’” 60 use URI::URL;
. “and attempt < 5 use LWP::UserAgent;
” use HTTP::Request::Common;
. “order by use Vail::VarList;
priority ™) use Sybase::CTlib;
}->[0]{ route }; use HTTP::Cookies;
&db__query( “update mcServiceRoute 65 giprint “Sybase::CTlib $DB_USR, $DB_PWD, $DB_SRV;”;

. “set attempt =0~ open( STDERR, “>>$0.log™ ) if $debug;
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TABLE 3-continued

#open( STDERR, “>&STDOUT” );

} @ini;

$log = *date’; $dbh->ct__sql( “update mcServices set config
#$response = *./url.pl =
“http://cgi.cnn.com/cgi-bin/weather/redirect?zip=60605""; 5 ‘@ini_escaped’, lastUpdate = $file_ time where service =

#$response = pwd*; “Sservice™ ;

#print STDERR “pwd = $response'n”;
#$response = ‘Is*;
#print STDERR “Is = $response'n”;

if ( $dbh->{ RC } == CS_FAIL ) {
print STDERR “webget.pl: DB update to

mcServices failed\n”;

chop( $log ); }

$log .= “pwd="". ‘pwd"; 10

chop( $log ); return @ini;

#$debug2 = 1;

my $service = shift; else {

$log .= « $service: . join( *", @ARGV ) . “n”; print STDERR “$0: WARNING: $service.ini n/a in
print STDERR $log if $debug; L -pwd*

#$response = *./url.pl 15 Try to read DB\n”;
“http://cgi.cnn.com/cgi-bin/weather/redirect?zip=60605"";

my @ini = &read__ini( $service ); # then try to read datatable

chop( @ini ); die “webget.pl: Unable to find service $service'n”

my $section = *; unless ( $DB__SRV/

do { $section = &process__section( $section ) } while ;

$section; 2 my $dbh = new Sybase::CTlib $DB__USR, $DB__PWD, $DB__SRV;

#$response = .Jurl.pl
“http://cgi.cnn.com/cgi-bin/weather/redirect?zip=60605"";
exit;

die “webget.pl: Cannot connect to dataserver
$DB_ SRV:$DB_ USR:$DB_ PWD'n” unless ( $dbh );
my @row__refs = $dbh->ct__sql( “select config from
mcServices where
service = ‘$service’”, undef, 1 );
die “webget.pl: DB select from meServices failed\n” if
$dbh->{ RC }
== CS_FAIL;
die “webget.pl: Unable to find service $service\n”
unless ( defined
@row__refs );

sub read__ini {
my ( $service ) = @_;
my @ini = (); 25
# first, try to read file
$0 =~ ml (*)[/T*1;
$service = $1 . $service;
if (open( INT, “$service.ini” ) ) {

@ini = ( <INI>);

$row__refs[ 0 ]->{ ‘config’ } =~ s/\n /\n\r/g;

return @ini unless ( $DB_SRV ) ; 30 @ini = split( /\t/, $row__refs[ 0 ]->{ ‘config’ } );
# update datatable return @ini;
my $file_time = time - int( ( -M “$service.ini” ) }

3600);
# print “time $file_ time'n”;
my $dbh = new Sybase::CTlib $DB__USR, $DB_PWD,

sub process__section {

my ( $prev_section ) = @_;
my ( $section, $output, $content );

$DB_SRV; 39 my %Param;
unless ( $dbh ) { my %Content;
- print STDERR “webget.pl: Cannot connect to # print \n”;
dataserver $DB__SRV:$DB__ USR:$DB_ PWDw”; foreach ( @ini ) {
return @ini; # print;
# chop;
my @row__refs = $dbh->ct__sql( “select lastUpdate 40 s/\s+$//;
from s/ \s+//;
mcServices where service = ‘$service™, undef, 1 ); # get section name
if ($dbh->{ RC } == CS_FAIL) { if (AN {
print STDERR “webget.pl: DB select from # print “$__: $section:$prev__section'n”;
mcServices last if $section;
failed\n”; 45 next if $1 eq “print”;
return @ini; # next if $prev_section ne *” and

¥

unless ( defined @row__refs ) {
# have to insert
my ( @ini__escaped ) = map {

$prev__section ne $1;

if ( $prev_section eq $1 ) {

$prev__section = “;
next;

(my $x=8_ ) =~s\"A\\'/g; 50
$x; $section = $1;
} @ini; }
$dbh->ct__sql( “insert meServices values( # get parameters
‘$service’, push( @{ $Param{ $1 } }, $2 ) if $section and
‘@ini__escaped’, $file_ time )" ); /([A=]+)=(_*)/;
if ($dbh->{ RC } == CS_FAIL) { ss - )
print STDERR “webget.pl: DB insert to #  print“tHHH D
mcServices failed\n”; return O unless $section;
# print “section $section'\n;
return @ini; # substitute parameters with values
map { $Param{ URL }->[ 0 ] =~ s/$Param{ Input }->[ $__
# print “time $file_ time:”.$row__refs[ 0 ]->{ VSARGV[$__
‘lastUpdate’ 60 Vg
ten; 10 .. $#{ $Param{ Input } };
if ( $file_time > $row__refs[ 0 ]->{ ‘lastUpdate’ # get page content
e ( $Content{ ‘TIME’ }, -$content ) = &get_url_content(
# have to update ${ $Param{ URL
my ( @ini_escaped ) = map { }HO;
(my $x=8_ ) =~s/"AV/g; 65 # filter it

$x;

map {
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TABLE 3-continued

AV VTN or
{N([ VIOVLVIAV)

my $out = $2; $content =~ s/$1/$out/g;

)

} @{ $Param{ “Pre-filter” } };
#print STDERR $content;

# do main regular expression

unless( @values = $content =~ /${ $Param{
Regular__expression } }[ 0
i

_ hard( ${ $Param{ Regular_ expression } }[ 0

1, $content

' return $section;
}
%Content = map { ( $Param{ Output }->[ $__], $values|
$_ 1
}0 .. $#{ $Param{ Output } };
# filter it
mp(
ATV TN VTV
or /([ VIWV([ VIRV VI*WV/) {
my $out = §3;
$Content{ $1 } =~ s/$2/$out/g;

}
} @{ $Param{ “Post-filter” } };
# calculate it
map {
i =10=(2)){
- my $eval = $2;
map { $eval =~ s/$_/$Content{ $__}/g
} keys %Content;
$Content{ $1 } = eval ( $eval );

)
} @{ $Param{ Calculate } };
# read section [print]
foreach $i (0 .. $#ini ) {
next unless $ini[ $i ] =~/ \[print\]/;
foreach ($i+ 1 .. $#ini) {
last if $ini[ $_ ]=~/\[+V;
$output .= $ini[ $__ . “n”;
)
last;
}
# prepare output
map { $output =~ s/$_ /$Content{ §__ }/g
} keys %Content;
print $output;
return O;

)

w
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sub get_url__content {
my ($url) = @_;
print STDERR $url if $debug;

# S$response = “Jurl.pl *$url’s;
$response = *./url.pl ‘$url’;
return( $time - time, $response );
my $ua = LWP::UserAgent->new;
$ua->agent( ‘Mozilla/4.0 [en] (X11; I; FreeBSD 2.2.8-

STABLE i386)°

);

#  S$ua->proxy( [*http’, https’],

‘http://proxy.webley:3128/");

# $ua->no_ proxy( ‘webley’, ‘vail’);
my $cookie = HTTP::Cookies->new;
$ua->cookie_ jar( $cookie );
$url = url $url;
print “$urln” if $debug?2;
my $time = time;
my $res = $ua->request( GET $url );
print “Response: ” . ( time - $time ) . “sec'n” if

$debug2;
return( $time - time, $res->content );

}
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sub die__hard {
my( $re, $content ) = @__;
- my ( $re__end, $pattern );
while( $content !~ /$re/ ) {

65

if ($re =~ /OO0 ) {

$re_end = $1 . $re_end;

else {
$re_end = $re;
last;

}

$content =~ /$re/;

print STDERR “The regular expression did not match:\n
$re\n
Possible misuse:
$re_end:\n
Matched:
$&n
Mismatched:
$°n
“ if $debug;

if ( $debug ) {
print STDERR “Content:\n $content'n” unless

$;

)

Once the web browsing server 302 accesses the web site
specified in the CRL 404 and retrieves the requested infor-
mation, it is forwarded to the media server 304. The media
server uses the speech synthesis engine 502 to create an audio
message that is then transmitted to the user’s voice enabled
device 306. In the preferred embodiment, each web browsing
server is based upon Intel’s Dual Pentium 111 730 MHz micro-
processor system.

Referring to FIG. 3, the operation of the personal voice-
based information retrieval system will be described. A user
establishes a connection between his voice enabled device
306 and a media server 304 of the voice browsing system 108.
This may be done using the Public Switched Telephone Net-
work (PSTN) 308 by calling a telephone number associated
with the voice browsing system 108. Once the connection is
established, the media server 304 initiates an interactive voice
response (IVR) application. The IVR application plays audio
message to the user presenting a list of options, which
includes “perform a user-defined search.” The user selects the
option to perform a user-defined search by speaking the name
of the option into the voice enabled device 306.

The media server 304 then accesses the database 300 and
retrieves the personal recognition grammars 402. Using the
speech synthesis engine 502, the media server 304 then asks
the user, “Which of the following user-defined searches
would you like to perform” and reads to the user the identi-
fication name, provided by the recognition grammar 402, of
each user-defined search. The user selects the desired search
by speaking the appropriate speech command or pronounce-
able name described within the recognition grammar 402.
These speech recognition grammars 402 define the speech
commands or pronounceable names spoken by a user in order
to perform a user-defined search. If the user has a multitude of
user-defined searches, he may speak the command or pro-
nounceable name described in the recognition grammar 402
associated with the desired search at anytime without waiting
for the media server 304 to list all available user-defined
searches. This feature is commonly referred to as a “barge-in”
feature.

The media server 304 uses the speech recognition engine
500 to interpret the speech commands received from the user.
Based upon these commands, the media server 304 retrieves
the appropriate user-defined web site record 400 from the
database 300. This record is then transmitted to a web brows-
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ing server 302. A firewall 310 may be provided that separates
the web browsing server 302 from the database 300 and
media server 304. The firewall provides protection to the
media server and database by preventing unauthorized access
in the event the firewall 312 for the web browsing server fails
or is compromised. Any type of firewall protection technique
commonly known to one skilled in the art could be used,
including packet filter, proxy server, application gateway, or
circuit-level gateway techniques.
The web browsing server 302 accesses the web site 106
specified by the URL 404 in the user-defined web site record
400 and retrieves the user-defined information from that site
using the content extraction agent and specified content
descriptor file specified in the content extraction agent com-
mand 406. Since the web browsing server 302 uses the URL
and retrieves new information from the Internet each time a
request is made, the requested information is always updated.
The content information received from the responding web
site 106 is then processed by the web browsing server 302
according to the associated content descriptor file. This pro-
cessed response is then transmitted to the media server 304
for conversion to into audio messages using either the speech
synthesis engine 502 or selecting among a database of prere-
corded voice responses contained within the database 300.
It should be noted that the web sites accessible by the
personal information retrieval system and voice browser of
the preferred embodiment may use any type of mark-up lan-
guage, including Extensible Markup Language (XML),
Wireless Markup Language (WML), Handheld Device
Markup Language (HDML), Hyper Text Markup Language
(HTML), or any variation of these languages.
The descriptions of the preferred embodiments described
above are set forth for illustrative purposes and are not
intended to limit the present invention in any manner Equiva-
lent approaches are intended to be included within the scope
of'the present invention. While the present invention has been
described with reference to the particular embodiments illus-
trated, those skilled in the art will recognize that many
changes and variations may be made thereto without depart-
ing from the spirit and scope of the present invention. These
embodiments and obvious variations thereof are contem-
plated as falling within the scope and spirit of the claimed
invention.
I claim:
1. A method for retrieving information from an information
source using speech commands by a user provided via an
electronic communication device, said method comprising
steps of:
receiving a speech command from the user via the elec-
tronic communication device at a speech recognition
engine coupled to a media server, the media server con-
figured to identify and access the information source via
a network, wherein the speech recognition engine
selects recognition grammar established to correspond
to the speech command and wherein the information
source is periodically updated with information;

selecting, by the media server, at least one appropriate
information source retrieval instruction corresponding
to the recognition grammar established for the speech
command, wherein the at least one appropriate informa-
tion source retrieval instruction is stored in a database
associated with the server;

accessing, by a web browsing server, a portion of the infor-

mation source including only a portion of information
previously identified by the user of interest to the user by
using a clipping client to separate the portion of the
information from other information, wherein the clip-
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ping client generates a content descriptor file containing
adescription of content of the portion of information and
wherein the content descriptor file indicates where the
portion of the information selected is located within the
information source and retrieving only the portion of the
information according to the at least one appropriate
information source retrieval instruction;

converting the information retrieved from said information
source into an audio message by a speech synthesis
engine, the speech synthesis engine coupled to the media
server; and

transmitting said audio message to the electronic commu-
nication device for the user.

2. The method of claim 1 further comprising:

displaying the information that is of interest to the user on
a graphical display operatively connected to the server;
and

selecting the information source which contains the infor-
mation to be retrieved.

3. The method of claim 1 wherein the information source
retrieval instruction is associated with information selected
from a group comprising of: “weather”, “forecast”, “high”,
“low”, “radar”, “temp”, “temperature”, “humidity”, “wind”,
“pressure”, “sunrise”, “sunset”, “time”, “month”, “day”,
“stock quote”, “news”, “news real”, and “flight”.

4. The method of claim 1, further comprising: displaying
the information source that is a web site on a graphical display
operatively connected to the media server; and selecting the
web site which contains the portion of the information to be
retrieved.

5. The method of claim 1, further comprising a step of said
media server searching the information source including a
web site to locate requested information.

6. The method of claim 1, wherein the electronic commu-
nication device is a landline telephone.

7. The method of claim 1, wherein the electronic commu-
nication device is a wireless telephone.

8. The method of claim 1, wherein the electronic commu-
nication device is an internet protocol telephone.

9. The method of claim 1, wherein the server is operatively
connected to a local area network.

10. The method of claim 1, wherein the server is opera-
tively connected to a wide area network.

11. The method of claim 1, wherein the server is opera-
tively connected to the Internet.

12. A system for retrieving information from an informa-
tion source with speech commands by a user using an elec-
tronic communication device, said system comprising:

a speech recognition engine configured to receive a speech
command from the user via the electronic communica-
tion device, and to select an appropriate information
source retrieval instruction corresponding to the speech
command based on recognition grammar established for
the speech command;

a media server operatively connected to the internet, the
electronic communication device, and the speech recog-
nition engine, said media server configured to access by
a web browsing server an information source that is
periodically updated and retrieve information from the
information source stored in a database, as defined by
the appropriate information source retrieval instruction,
wherein the information includes an item of information
that is previously identified by the user as of interest to
the user, by selecting the item to separate the item from
other information by using a clipping client, wherein
upon selecting by the user, the media server further
generates a content descriptor file containing a descrip-
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tion of content of the item and wherein the content
descriptor file indicates where the item selected is
located within the information source;

a speech synthesis engine operatively connected to said
media server, said speech synthesis engine configuredto 5
convert the item of information retrieved from the infor-
mation source into an audio message and transmit said
audio message to the electronic communication device.

#* #* #* #* #*
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1
PERSONAL VOICE-BASED INFORMATION
RETRIEVAL SYSTEM

CROSS-REFERENCE TO RELATED
APPLICATIONS

The present application is a continuation of U.S. Utility
application Ser. No. 15/193,517, entitled “Personal Voice-
Based Information Retrieval System,” filed Jun. 27, 2016,
which is a continuation of U.S. Utility application Ser. No.
12/787,801, entitled “Personal Voice-Based Information
Retrieval System,” filed May 26, 2010, now U.S. Pat. No.
9,377,992, which is a continuation of U.S. Utility applica-
tion Ser. No. 11/711,773, “Personal Voice-Based Informa-
tion Retrieval System,” filed Jun. 29, 2007, now abandoned,
which is a continuation of U.S. Utility application Ser. No.
09/777,406, entitled “Personal Voice-Based Information
Retrieval System,” filed Feb. 6, 2001, now U.S. Pat. No.
7,516,190, which claims priority to U.S. Provisional Patent
Application No. 60/180,343, entitled “Personal Voice-Based
Information Retrieval System,” filed Feb. 4, 2000, which are
incorporated by reference herein in their entirety.

FIELD OF THE INVENTION

The present invention relates generally to the field of
providing information 1O access. In particular, the invention
relates to a personalized system for accessing information
from the Internet or other information sources using speech
commands.

BACKGROUND OF THE INVENTION

Popular methods of information access and retrieval using
the Internet or other computer networks can be time-con-
suming and complicated. A user must frequently wade
through vast amounts of information provided by an infor-
mation source or web site in order obtain a small amount of
relevant information. This can be time-consuming, frustrat-
ing, and, depending on the access method, costly. A user is
required to continuously identify reliable sources of infor-
mation and, if these information sources are used frequently,
repeatedly access these sources.

Current methods of accessing information stored on com-
puter networks, such as Wide Area Networks (WANSs), Local
Area Network (LANs) or the Internet, require a user to have
access to a computer While computers are becoming
increasingly smaller and easier to transport, using a com-
puter to access information is still more difficult than simply
using a telephone. Since speech recognition systems allow a
user to convert his voice into a computer-usable message,
telephone access to digital information is becoming more
and more feasible Voice recognition technology is growing
in its ability to allow users to use a wide vocabulary.

Therefore, a need exists for an information access and
retrieval system and method that allows users to access
frequently needed information from information sources on
networks by using a telephone and simple speech com-
mands.

SUMMARY OF THE INVENTION

One object of the preferred embodiment of the present
invention is to allow users to customize a voice browsing
system.
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A further object of the preferred embodiment is to allow
users to customize the information retrieved from the Inter-
net or other computer networks and accessed by speech
commands over telephones.

Another object of the preferred embodiment is to provide
a secure and reliable retrieval of information over the
Internet or other computer networks using predefined verbal
commands assigned by a user.

The present invention provides a solution to these and
other problems by providing a new system for retrieving
information from a network such as the Internet. A user
creates a user-defined record in a database that identifies an
information source, such as a web site, containing informa-
tion of interest to the user. This record identifies the location
of the information source and also contains a recognition
grammar assigned by the user. Upon receiving a speech
command from the user that is described in the assigned
recognition grammar, a network interface system accesses
the information source and retrieves the information
requested by the user.

In accordance with the preferred embodiment of the
present invention, a customized, voice-activated information
access system is provided. A user creates a descriptor file
defining specific information found on a web site the user
would like to access in the future. The user then assigns a
pronounceable name or identifier to the selected content and
this pronounceable name is saved in a user-defined database
record as a recognition grammar along with the URL of the
selected web site.

In the preferred embodiment, when a user wishes to
retrieve the previously defined web-based information, a
telephone call is placed to a media server. The user provides
speech commands to the media server that are described in
the recognition grammar assigned to the desired search.
Based upon the recognition grammar, the media server
retrieves the user-defined record from a database and passes
the information to a web browsing server which retrieves the
information from associated web site. The retrieved infor-
mation is then transmitted to the user using a speech
synthesis software engine.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 displays a personal information selection system
used with the preferred embodiment of the present inven-
tion;

FIG. 2 displays a web page displayed by the clipping
client of the preferred embodiment;

FIG. 3 is a block diagram of a voice browsing system used
with preferred embodiment of the present invention;

FIG. 4 is a block diagram of a user-defined database
record created by preferred embodiment of the present
invention;

FIG. 5 is a block diagram of a media server used by the
preferred embodiment; and

FIG. 6 is a block diagram of a web browsing server used
by the preferred embodiment.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENT

The present invention uses various forms of signal and
data transmission to allow a user to retrieve customized
information from a network using speech communication. In
the preferred embodiment of the present invention, a user
associates information of interest found on a specific infor-
mation source, such as a web site, with a pronounceable
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name or identification word. This pronounceable name/
identification word forms a recognition grammar in the
preferred embodiment. When the user wishes to retrieve the
selected information, he may use a telephone or other voice
enabled device to access a voice browser system. The user
then speaks a command described in the recognition gram-
mar associated with the desired information. The voice
browsing system then accesses the associated information
source and returns to the user, using a voice synthesizer, the
requested information.

Referring to FIG. 1, a user 100 uses a computer 102 to
access a network, such as a WAN, LAN, or the Internet,
containing various information sources [n the preferred
embodiment, the user 100 access the Internet 104 and begins
searching for web sites 106, which are information sources
that contain information of interest to the user. When the
user 100 identifies a web site 106 containing information the
user would like to access using only a voice enabled device,
such as a telephone, and the voice browsing system 108, the
user initiates a “clipping client” engine 110 on his computer
102.

The clipping client 110 allows a user 100 to create a set
of instructions for use by the voice browsing system 108 in
order to report personalized information back to the user
upon request. The instruction set is created by “clipping”
information from the identified web site. A user 100 may be
interested in weather for a specific city, such as Chicago. The
user 100 identifies a web site from which he would like to
obtain the latest Chicago weather information. The clipping
client 110 is then activated by the user 100.

The clipping client 110 displays the selected web site in
the same manner as a conventional web browser such as
Microsoft’s® Internet Explorer. FIG. 2 depicts a sample of
a web page 200 displayed by the clipping client 110. The
user 100 begins creation of the instruction set for retrieving
information from the identified web site by selecting the
uniform resource locator (URL) address 202 for the web site
(i.e., the website address). In the preferred embodiment, this
selection is done by highlighting and copying the URL
address 202. Next, the user selects the information from the
displayed web page that he would like to have retrieved
when a request is made. Referring to FIG. 2, the user would
select the information regarding the weather conditions in
Chicago 204. The web page 200 may also contain additional
information such as advertisements 206 or links to other web
sites 208 which are not of interest to the user. The clipping
client 110 allows the user to select only that portion of the
web page containing information of interest to the user.
Therefore, unless the advertisements 206 and links 208
displayed on the web page are of interest to the user, he
would not select this information. Based on the web page
information 204 selected by the user, the clipping client 110
creates a content descriptor file containing a description of
the content of the selected web page. This content descriptor
file indicates where the information selected by the user is
located on the web page. In the preferred embodiment, the
content descriptor file is stored within the web browsing
server 302 shown in FIG. 3. The web browsing server 302
will be discussed below.

Table 1 below is an example of a content descriptor file
created by the clipping client of the preferred embodiment.
This content descriptor file relates to obtaining weather
information from the web site www.cnn.com.
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4
TABLE 1

table name : portalServices
column :

service
content:

weather
column:

config
content:

[emn]

Input=_zip
URL=http://cgi.cnn.com/cgi-bin/weather/redirect?zip=zip
Pre-filter="\n" "
Prefilter="<[" <t >]+>""
Pre-filter=/\s+/ I
Pre-filter=" [\ (V)\I]" 1"
Output=_location
Output=first_day_name
Output=first_day_weather
Output=first_day_high F
Output=first_day_high C
Output=first_day_low_F
Output=first_day_low_c
Output=second_day_name
Output=second_day_weather
Output=second_day_high F
Output=second_day_high C
Output=second_day_low_F
Output=second_day_low_C
Output=third_day_name
Output=third_day_ weather
Output=third_day_high F
Output=third_day_high C
Output=third_day_low_F
Output=third_day_low_C
Output=fourth_day_name
Output=fourth_day_weather
Output=fourth_day_high F
Output=fourth_day_high C
Output=fourth_day_low_F
Output=fourth_day_low_C
Output=undef
Output=_current_time
Output=fourth_day_low_C
Output=undef
Output=_current_time
Output=_current_month
Output=_current_day
Output=_current weather
Output=_current_temperature_F
Output=_current_temperature_C
Output=_humidity
Output=_wind
Output=_pressure
Output=_sunrise
Output=_sunset

Regular_expression=WEB SERVICES: (.+) Forecast FOUR-DAY

FORECAST (\S+)

(\S+) HI

GH (\S+) F (\S+) C LOW (\S+) F (\S+) C (\S+) (\S+) HIGH (\S+) F (\S+)
C LOW

(\S+

) F (\S+) C (\S+) (\S+) HIGH (\S+) F (\S+) C LOW (\S+) F

(\S+) C (\S+) (\S+)

HIG

H -(\S+) C LOW (\S+) F (\S+) C WEATHER MAPS RADAR ( .+)
Forecast

CURRENT C

ONDITIONS (.+) tocal!, (\S+) (\S+) (.+) Temp: (\S+) F,

(\S+) C Rel.

Humidity: (

\S+) Wind: (.+) Pressure: ( .+) Sunrise: ( .+) Sunset: ( .+)

Finally, the clipping client 110 prompts the user to enter
an identification word or phrase that will be associated with
the identified web site and information. For example, the
user could associate the phrase “Chicago weather” with the
selected URL 202 and related weather information 204. The
identification word or phrase is stored as a personal recog-
nition grammar that can now be recognized by a speech
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recognition engine of the voice browsing system 108 which
will be discussed below. The personal recognition grammar,
URL address 202, and a command for executing a content
extraction agent are stored within a database used by the
voice browser system 108 which will be discussed below.

The voice browsing system 108 used with the preferred
embodiment will now be described in relation to FIG. 3. A
database 300 designed by Webley Systems Incorporated is
connected to one or more web browsing servers 302 as well
as to one or more media servers 304. The database may store
information on magnetic media, such as a hard disk drive, or
it may store information via other widely acceptable meth-
ods for storing data, such as optical disks. The media servers
304 function as user interface systems that provide access to
the voice browsing system 108 from a user’s voice enabled
device 306 (i.e., any type of wireline or wireless telephone,
Internet Protocol (IP) phones, or other special wireless
units). The database 300 contains a section that stores the
personal recognition grammars and related web site infor-
mation generated by the clipping client 110. A separate
record exists for each web site defined by the user. An
example of a user-defined web site record is shown in FIG.
4. Each user-defined web site record 400 contains the
recognition grammar 402 assigned by the user, the associ-
ated Uniform Resource Locator (URL) 404, and a command
that enables the “content extraction agent” 406 and retrieves
the appropriate content descriptor file required to generate
proper requests to the web site and to properly format
received data. The web-site record 400 also contains the
timestamp 408 indicating the last time the web site was
accessed. The content exaction agent is described in more
detail below.

The database 300 may also contain a listing of pre-
recorded audio files used to create concatenated phrases and
sentences. Further, database 300 may contain customer
profile information, system activity reports, and any other
data or software servers necessary for the testing or admin-
istration of the voice browsing system 108.

The operation of the media servers 304 will now be
discussed in relation to FIG. 5. The media servers 304
function as user interface systems since they allow a user to
access the voice browsing system 108 via a voice enabled
device 306. In the preferred embodiment, the media servers
304 contain a speech recognition engine 500, a speech
synthesis engine 502, an Interactive Voice Response (IVR)
application 504, a call processing system 506, and telephony
and voice hardware 508 that is required to enable the voice
browsing system 108 to communicate with the Public
Switched Telephone Network (PSTN) 308. In the preferred
embodiment, each media server is based upon Intel’s Dual
Pentium III 730 MHz microprocessor system.

The speech recognition function is performed by a speech
recognition engine 500 that converts voice commands
received from the user’s voice enabled device 10 (i.e., any
type of wire line or wireless telephone, Internet Protocol (IP)
phones, or other special wireless units) into data messages.
In the preferred embodiment voice commands and audio
messages are transmitted using the PSTN 308 and data is
transmitted using the TCP/IP communications protocol.
However, one skilled in the art would recognize that other
transmission protocols may be used. Other possible trans-
mission protocols would include SIP/VoIP (Session Initia-
tion Protocol/Voice over IP), Asynchronous Transfer Mode
(ATM) and Frame Relay. A preferred speech recognition
engine is developed by Nuance Communications of 1380
Willow Road, Menlo Park, Calif. 94025 (www nuance.com)
The Nuance engine capacity is measured in recognition units
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based on CPU type as defined in the vendor specification
The natural speech recognition grammars (i.e., what a user
can say that will be recognized by the speech recognition
engine) were developed by Webley Systems.

In the preferred embodiment, when a user access the voice
browsing system 108, he will be prompted if he would like
to use his “user-defined searches.” If the user answers
affirmatively, the media servers 304 will retrieve from the
database 300 the personal recognition grammars 402 defined
by the user while using the clipping client 10.

The media servers 304 also contain a speech synthesis
engine 502 that converts the data retrieved by the web
browsing servers 302 into audio messages that are transmit-
ted to the user’s voice enabled device 306. A preferred
speech synthesis engine is developed by Lernout and Haus-
pie Speech Products, 52 Third Avenue, Burlington, Mass.
01803 (www.lhslcom).

A further description of the web browsing server 302 will
be provided in relation to FIG. 6. The web browsing servers
302 provide access to data stored on any computer network
including the Internet 104, WANs or LANs. The web
browsing servers 302 receive responses from web sites 106
and extract the data requested by the user. This task is known
as “content extraction.” The web browsing server 302 is
comprised of a content extraction agent 600, a content
fetcher 602, and the content descriptor file 604. Each of
these are software applications and will be discussed below.

Upon receiving a user-defined web site record 400 from
the database 300 in response to a user request, the web
browsing server 302 invokes the “content extraction agent”
command 406 contained in the record 400. The content
extraction agent 600 retrieves the content descriptor file 604
associated with the user-defined record 400. As mentioned,
the content descriptor file 604 directs the extraction agent
where to extract data from the accessed web page and how
to format a response to the user utilizing that data. For
example, the content descriptor file 604 for a web page
providing weather information would indicate where to
insert the “city” name or ZIP code in order to retrieve
Chicago weather information. Additionally, the content
descriptor file 604 for each supported URL indicates the
location on the web page where the response information is
provided. The extraction agent 600 uses this information to
properly extract from the web page the information
requested by the user.

The content extraction agent 600 can also parse the
content of a web page in which the user-desired information
has changed location or format. This is accomplished based
on the characteristic that most hypertext documents include
named objects like tables, buttons, and forms that contain
textual content of interest to a user. When changes to a web
page occur, a named object may be moved within a docu-
ment, but it still exists. Therefore, the content extraction
agent 600 simply searches for the relevant name of desired
object. In this way, the information requested by the user
may still be found and reported regardless of changes that
have occurred.

Table 2 below contains source code for a content extrac-
tion agent 600 used by the preferred embodiment.

TABLE 2

# ! Just/ local/www/bin/sybperls

#$Header:
/ust/local/cvsroot/webley/agents/service/web_dispatch.pl,v
1.6
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TABLE 2-continued

8
TABLE 2-continued

# Dispatches all web requests
#http://weorp.itn.net/cgi/flstat?carrier=ua&flight_no=155&m
cn_abbr=jul&date=
6&stamp=ChLN~PdbuuE*itn/ord,itn/cb/sprint_hd
#http://cig.cunfn.com/flightview/rlm?airline=amt&number=300
require "config_tmp.pl";
# check parameters
die "Usage: $0 service [params]\n” if $#ARGV < 1;
#print STDERR @ARGV;
# get parameters
my ( $service, @param ) = @ARGV;
# check service
My ($services = (
weather_cnn => ‘webget.pl weather_cnn’,
weather_lycos => ‘webget.pl
‘weather_lycos’,
weather_weather => ‘webget.pl
weather_weather’,
weather_snap => 'webget.pl
weather_snap’,
weather_infospace => ‘webget.pl
weather_infospace’,
stockQuote_yahoo => 'webget.pl stock’,
flightStatus_itn => 'webget.pl
flight_delay’,
yellowPages_yahoo =>'yp_data.pl’,
yellowPages_yahoo =>'yp_data.pl’,
newsHeaders_newsreal => news.pl',
newsArticle_newsreal => news.pl',
)
# test param
my $date= 'date’;
chop ( $date );
my ( $short_date ) = $date = ~ / \s+(\{w3Ps+\d{1, 2}) \s+/;
my % Test = (
weather_cnn => '60053’,
weather_lycos => '60053',
weather_weather => '60053",
weather_snap => '60053',
weather_infospace => '60053',
stockQuote_yahoo => 'msft,
flightStatus_itn => 'ua 155 ' .
$short_date,
yellowPages_yahoo => 'tires 60015',
newsHeaders_newsreal =>"'1",
newsArticle_newsreal =>'1 1’
)
die "$date: $0: error: no such service: $service (check
this script) \n"
unless $Services{ $service };
# prepare absolute path to run other scripts
my ( $path, $script ) = $0 =~ml (*) ([ /1*) |;
# store the service to compare against datatable
my $service stored = $service;
# run service
While (! ( $response = '$path$Services { $service } @param’ )
) (
# response failed
# check with test parameters
§$ response = '$path$Services { $service } $Test{

$service };
If ( response ) {
$service = &switch_service ( $service ) ;

# print “wrong paramnet values were supplied:;
$service -
@param'n”;
# die "$date: $0: error: wrong parameters: $service
@param'\n";

else {

# change priority and notify
$service = &increase_attempt ( $service ) ;
¥
}

# output the response
print $response;

10

15

20

25

30

35

40

45

50

55

60

65

sub increase_attempt {
my ( $service ) = @_;
my ( $service_name ) = split( /_/, $service ) ;

print STDERR "$date: $0: attn: changing priority for
service:
$service\n”;
# update priority
&db_query ( "update mcServiceRoute "
Uset priority = ( select max ( priority
) from
mcServiceRoute "
. "where service = '$service name' ) + 1,
. "date = getdate (), "
. "attempt = attempt + 1 "
. "where route = '$script $service’ " ) ;
# print "---$route===\n";

# find new route
my $route @{ &db_query( "select route from
meServiceRoute "
"where service =
'$service_name' "
and attempt < 5

. "order by
priority ")
}->101] { route ;
&db_query( "update mcServiceRoute "
. "set attempt =0 "
. "where route = “$script $service’” ) ;
if ( $route eq "$script $service_stored” ) ;
( $service_name, $service ) =split ( /\s+/, $route ) ;
die "$date: $0: error: no route for the service:
$service (add
More) \n™"
unless $service;
return $service;
sub switch service {
my ( $service ) = @_;
my ( $service_name) = split (/ /, $service );
print STDERR "$date: $0: attn: changing priority for
service:
$service\n”;
# update priority
&db_query ( "update mcServiceRoute "
. "set priority = ( select max ( priority for
) from
mcServiceRoute "

. "where service = '$service_name' ) + 1,
. "date ~ getdate ()"
. "where route = '$script $service’ " ) ;
# print "---$route===\n";
- # find new route
my $route = @( &db_query ( “select route from
meServiceRoute "
'where service =
'$service_name' "
. "and attempt < 5

. "order by
priority ")
} > [0 { route };
die " $ date : § 0 : error : there is the only service:
$route (add
more) \n"
if ( $route eq "$script $service”
or $route eq "$script $service_stored” ) ;
(service_name, $service ) = split (/ \s+/, $route ) ;
die "$date: $0: error: no route for the service:
$service (add
more)\n”
unless $service;
return $service;
}
Table 3 below contains source code of the content fetcher

602 used with the content extraction agent 600 to retrieve

information from a web site
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#!/ust/local/www/bin/sybperls

#-T

# -w

# $Header:
/ust/local/cvsroot/webley/agents/service/webget. pl, v 1.4
# Agent to get info from the web.

# Parameters: service_name [service_parameters], i.e. stock
msft or weather

60645

# Configuration stored in files service_name.ini

# if this file is absent the configuration is received from
mcServices table

# This script provides autoupdate to datatable if the .ini
file is newer.

$debug = 1;

use URI : : URL;

use LWP : : UserAgent;

use HTTP : :Request: : Common;

use Vail : :VarList;

use Sybase : : CT lib;

use HTTP: :Cookies;

#print "Sybase: :CT lib $DB_USR, $DB_PWD, $DB SRV;";
Open ( STDERR, ">>$0.log" ) if $debug;

#open ( STDERR, ">&STDOUT" ) ;

$log = 'date’;

#$response = “.url.pl
http://cgi.cnn.com/cgi-bin/weather/redirect?zip=60605";
#$response= ‘pwd’;

#print STDERR "pwd = $response'n”;

#$response = ‘Is’ ;

#print STDERR "ls = $response'n’’;

chop ( $log ) ;

$log . = "pwd=" . ‘pwd*;

chop ( $log ) ;

#$debug2 = 1;

my $service = shift;

$log .= " $service: ". join( ' :', @ARGV ) . "\n";

print STDERR $log if $debug;

#$response =+ . Jurl .pl
"http://cgi.cnn.com/cgi-bin/weather/redirect?zip=60605";
my @ini = &read_ini ( $service ) ;

chop (@ ini ) ;

my $section="";

do ($section = &process_section( $section ) } while
$section;

#$response = © Jjurl.pl
http://cgi.cnn.com/cgi-bin.weather/redirect?zip=60605> " ;
exit;

sub read_ini {

my ( $service ) = @_;

my @ini = ();

# first, try to read file

$0 =~ml" (.*) [/];

$service = $1 . $service;

if (‘open( INI, "$service.ini” ) ) {
@ini = (<INI>);
return @ini unless ( $DB_SRV ) ;
# update datatable
my $file_time = time - int ( ( -M "$service. ini”

3600 ) ;
# print "time $file_time\n";

my $dbh = new Sybase: :CTlib $DB_USR, $DB_PWD,
$DB_SRV;

unless ( $dbh) {
print STDERR "webget.pl: Cannot connect to
dataserver $DB_SRV:$DB_USR:$DB_PWD\n";
return @ini;
¥

my @row_refs = $dbh—>ct_sql ( "select lastUpdate
from
mcServices where service = ‘$service’ ", undef, 1 );
if ($dbh —> { RC } == CS_FAIL ) {
print STDERR "webget.pl: DB select from
meServices
failed\n”;
return @ini;
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TABLE 3-continued

unless ( defined @row_refs ) {

# have to insert

my ( @ini_escaped ) = map {
(my $x =8 )=~s/\"/\"/g
$x;

}@ini;
$dbh —> ct_sql ( "insert meServices values (
‘$service’,
'@ini_escaped’, $file time; ) ");
if ( $dbh —> { RC } == CS_FAIL )
print STDERR "webget.pl: DB insert to
mcServic:es failed\n";

return @ ini;
# print "time $file_time:"$row_refs [ 0 ] —> {
‘lastUpdate’
}.”\n”;

If ( $file_time —> ref_refs [0 ] —> { ‘last update’
A

# have to update

my ( @ini_escaped = map {
(my $x=8_)=~s/\ /\\"/g
$x;

} @ini;

$dbh —> ct_sql ( "update mcServices set config

'@ini_escaped’, lastUpdate = $file_time where service =
'$service' " );
if ( $dbh —> { RC } - CS_FAIL ) {
print STDERR "webget.pl: DB update to

}

return @ini;

mcServices failed\n”;

else {
print STDERR "$0: WARNING: $service.ini n/a in "
L= pwd’
. "Try to read DB\n";

# then try to read datatable
die "webget.pl: Unable to find service $service\n”
unless ( $DB_SRV
)3
my $dbh = new Sybase: : CTlib $DB_USR, $DB_PWD, $DB_SRV;
die "webget.pl: Cannot connect to dataserver
$DB SRV: $08 USR: $08 PWD\n" unless ( $dbh ) ;
my @row_refs = $dbh—>ct sql ( "";;elect con.fiJ from
mcServices where
service = '$service’ “ , undef, 1 );
die "webget.pl: DB select from mcServices failed\n” if
$dbh -> { RC }
= = CS FAIL;
die "webget.pl: Unable to find service $service\n”
unless ( defined
@row_refs ) ;
$row_refs [ 0 ] => { 'config’ } =~ s/\n An\r/g;
@ini = split ( A\r/, $row_refs [ 0 ] =>{ 'config’ } ) ;
return @ini;

sub process_section {
my ($prev_section ) = @_;
my ($section, $output, $content );

my %PAram;
my %Content;
# print” \n”;
foreach (@ini ) {
# print;
# chop;
s/\s+$//;

SV |
# get section name
FOAEHNIA
# print "$_: $section:$prev_section\n";
last if $section;
next if $1 eq "print”;
# next if $prev_section ne " " and
$prev_section ne $1;
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TABLE 3-continued

if ($prev_section eq $1 )
$prev_section = “
next;

$section = $1;

)

# get parameters
Push ( @{ $Param{ $1 } }, 82 ) if $section and

=19 =(")
}

# Print"+++++++++HHHH D
return O unless $section;
# rint "section $section'n”;
5

# substitute parameters with values

map { $Param{ URL }->[ 0 ] =~ s/$Param{ Input }->[ $_
1/SARGV [ $_
1/g

10 .. S# { $Param{ Input } };

# get page content

( $Content{={ 'TIME' }, $content ) = get_url_content (

map {
i (VT or
(N([”V]+)V([”V]*)V/)

my $out = $2; $content =~ s/$1/$out/g;

¥
} @ ($Param{ "Pre-filter"}};
#print STDERR $content;
# do main regular expression
unless ( @values = $content =~/ $! Param {
Regular expression } } [ 0

1/)(
&die_hard ( $ { $Param(Regular_expression } } [ 0
], $content
, return $section;
%Content = map { ( $Param{ Output }->[ $_] , $values [
$_ 1)
}0..$# ($Param { Output } ) ;
# filter it
map {
i/ (DP9 (00 ¥ (V) W
or / ([VI) V([VI )V [V V/)(
my $out = $3;
$Content{ $1 } =~ s/$2/$out/g;
}
¥ @{ $Param { “Post-filter” } };
#calculate it
map
# calculate it
map {

if (/(["=]+)=(*)/
my $eval = $2;
map { $eval =~ s/$_/$Content( $_ }/g
} keys %Content;
$Content{ $1 } = eval( $eval ) ;

}
} @{ ( $ Param{ Calculate } } ;
# read section [print]
foreach $i (0 .. $#ini ) {
next unless $ini [ $i] /\ [print\}/;
foreach ( $i + 1 .. $#ini ) {
last if $ini [ $_ ] =~ /\ [+
$output .= $ini [$_1] . "n";
}
last;
}
# prepare output
map { $output =~ s/$_/$Content{ $_ }/g
} keys %Content;
print $output;
return O;

}
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TABLE 3-continued
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sub get_url_content [

my ( $url) = @_;

print STDERR $url if $debug;
$response = * Jurl.pl '$url’ ;
$response = * Jurl.pl '$url’ ;

Return ( $time - time, $response );

my $ua = LWP: :UserAgent —> new;

$ua —> agent ( 'Mozilla/4.0 [en] (X11; I; FreeBSD 2.2.8-
STABLE i386)’

)3
# $ua —> proxy( [http’, 'https'],
‘http://proxy.webley:3128/" ) ;
# $ua —> no_proxy (‘webley’, 'vail' ) ;
my $cookie = HTTP: :Cookies —>new;
$ua —> cookie_jar ( $cookie ) ;
$url = url $url;
print "$url'n” if $debug?;
my $time = time;
my $res= $ua —> request ( GET $url ) ;
print "Response: " . ( time — $time ) . "sec'n” if

$debug?;

Return ( $time - time, $res —> content ) ;
}
sub die hard {

my ( $re, $content ) = @_;
- my ( $re_end, $pattern );
while ( $content ! ~ /$re/ ) {

if ($re = s/ OV 1) [VO1*$) 7 /) {
$re_end = $1 . $re_end;

else }
$re_end = $re;
last;

}

$content=~ /$re/;
$re\n
Possible misuse:
$re_end: \n
Matched:
$&wn
Mismatched:
$"n
" if $debug;
if ( $debug ) {
print STDERR "Content:\n $content'n” unless
8

)

Once the web browsing server 302 accesses the web site
specified in the CRL 404 and retrieves the requested infor-
mation, it is forwarded to the media server 304. The media
server uses the speech synthesis engine 502 to create an
audio message that is then transmitted to the user’s voice
enabled device 306. In the preferred embodiment, each web
browsing server is based upon Intel’s Dual Pentium I1I 730
MHz microprocessor system.

Referring to FIG. 3, the operation of the personal voice-
based information retrieval system will be described. A user
establishes a connection between his voice enabled device
306 and a media server 304 of the voice browsing system
108. This may be done using the Public Switched Telephone
Network (PSTN) 308 by calling a telephone number asso-
ciated with the voice browsing system 108. Once the con-
nection is established, the media server 304 initiates an
interactive voice response (IVR) application. The IVR appli-
cation plays audio message to the user presenting a list of IO
options, which includes “perform a user-defined search.”
The user selects the option to perform a user-defined search
by speaking the name of the option into the voice enabled
device 306.

50

55

60

65

The media server 304 then accesses the database 300 and
retrieves the personal recognition grammars 402. Using the
speech synthesis engine 502, the media server 304 then asks
the user, “Which of the following user-defined searches
would you like to perform” and reads to the user the
identification name, provided by the recognition grammar
402, of each user-defined search. The user selects the desired
search by speaking the appropriate speech command or
pronounceable name described within the recognition gram-
mar 402. These speech recognition grammars 402 define the
speech commands or pronounceable names spoken by a user
in order to perform a user-defined search. If the user has a
multitude of user-defined searches, he may speak the com-
mand or pronounceable name described in the recognition
grammar 402 associated with the desired search at anytime
without waiting for the media server 304 to list all available
user-defined searches. This feature is commonly referred to
as a “barge-in” feature. The media server 304 uses the
speech recognition engine 500 to interpret the speech com-
mands received from the user. Based upon these commands,
the media server 304 retrieves the appropriate user-defined
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web site record 400 from the database 300. This record is
then transmitted to a web browsing server 302. A firewall
310 may be provided that separates the web browsing server
302 from the database 300 and media server 304. The
firewall provides protection to the media server and database
by preventing unauthorized access in the event the firewall
312 for the web browsing server fails or is compromised.
Any type of firewall protection technique commonly known
to one skilled in the art could be used, including packet filter,
proxy server, application gateway, or circuit-level gateway
techniques.

The web browsing server 302 accesses the web site 106
specified by the URL 404 in the user-defined web site record
400 and retrieves the user-defined information from that site
using the content extraction agent and specified content
descriptor file specified in the content extraction agent
command 406. Since the web browsing server 302 uses the
URL and retrieves new information from the Internet each
time a request is made, the requested information is always
updated.

The content information received from the responding
web site 106 is then processed by the web browsing server
302 according to the associated content descriptor file This
processed response is then transmitted to the media server
304 for conversion into audio messages using either the
speech synthesis engine 502 or selecting among a database
of prerecorded voice responses contained within the data-
base 300.

It should be noted that the web sites accessible by the
personal information retrieval system and voice browser of
the preferred embodiment may use any type of mark-up
language, including Extensible Markup Language (XML),
Wireless Markup Language (WML), Handheld Device
Markup Language (HDML), Hyper Text Markup Language
(HTML), or any variation of these languages.

The descriptions of the preferred embodiments described
above are set forth for illustrative purposes and are not
intended to limit the present invention in any manner.
Equivalent approaches are intended to be included within
the scope of the present invention. While the present inven-
tion has been described with reference to the particular
embodiments illustrated, those skilled in the art will recog-
nize that many changes and variations may be made thereto
without departing from the spirit and scope of the present
invention. These embodiments and obvious variations
thereof are contemplated as falling within the scope and
spirit of the claimed invention.

The invention claimed is:

1. A method, comprising:

(a) receiving a speech command from a voice-enabled
device of a particular user, over a network, by a
speech-recognition engine coupled to a media server by
an interactive voice response application including a
user-defined search, the speech-recognition engine
adapted to convert the speech command into a data
message, the media server adapted to identify and
access at least one or more websites containing infor-
mation of interest to the particular user, the speech-
recognition engine adapted to select particular speech-
recognition grammar describing the speech command
received and assigned to fetching content relating to the
data message converted from the speech command and
assigned to the user-defined search including a web
request, along with a uniform resource locator of an
identified web site from the one or more websites
containing information of interest to the particular user
and responsive to the web request;
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(b) selecting, by the media server, at least one informa-
tion-source-retrieval instruction stored for the particu-
lar speech-recognition grammar in a database coupled
to the media server and adapted to retrieve information
from the at least one or more websites;

(c) accessing, by a web-browsing server, a portion of an
information source to retrieve information relating to
the speech command, by using a processor of the
web-browsing server, which processor (i) performs an
instruction that requests information from an identified
web site, (ii) utilizes a command to execute a content
extractor within the web-browsing server to separate a
portion of information that is relevant from other
information on the web page using a name of a named
object including the information, the information
derived from only a portion of the web page containing
information pertinent to the speech command, the
content extractor adapted to use a content-descriptor
file containing a description of the portion of informa-
tion and the content-descriptor file adapted to indicate
a location of the portion of the information within the
information source;

(d) selecting, by the web-browsing server, the information
relating to the speech command from the information
source and retrieving only the portion of the informa-
tion requested by the speech command according to the
at least one information-source-retrieval instruction;

(e) converting the information retrieved from the infor-
mation source into an audio message by a speech-
synthesis engine, the speech-synthesis engine coupled
to the media server; and

() transmitting the audio message by the voice-enabled
device to the particular user.

2. The method of claim 1, wherein the speech command
is received by at least one of a landline telephone, a wireless
telephone, and an Internet Protocol telephone and the media
server is operatively connected to at least one of a local-area
network, a wide-area network, and the Internet.

3. The method of claim 2, wherein the media server
functions as a user-interface system adapted to provide
access to a voice-browsing system.

4. The method of claim 2, further comprising:

a clipping engine adapted to initially generate the content-
descriptor file that indicates the location of the portion
of the information within the identified web site.

5. A voice-browsing system for retrieving information
from an information source that is periodically updated with
current information, by speech commands received from a
particular user provided via a voice-enabled device after
establishing a connection between the voice-enabled device
and a media server of the voice-browsing system, said
voice-browsing system comprising:

(a) a speech-recognition engine including a processor and

coupled to the media server, the media server initiating
a voice-response application once the connection
between the voice-enabled device and the voice-brows-
ing system is established, the speech-recognition
engine adapted to receive a speech command from a
particular user via the voice-enabled device, the media
server configured to identify and access the information
source via a network, the speech-recognition engine
adapted to convert the speech command into a data
message by selecting speech-recognition grammar
established to correspond to the speech command
received from the particular user and assigned to per-
form searches;
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(b) the media server further configured to select at least
one information-source-retrieval instruction corre-
sponding to the speech-recognition grammar estab-
lished for the speech command, the at least one infor-
mation-source-retrieval instruction stored in a database
associated with the media server and adapted to retrieve
information;

(c) a web-browsing server coupled to the media server
and adapted to access at least a portion of the infor-
mation source to retrieve information indicated by the
speech command, by using a processor of the web-
browsing server, which processor (i) performs an
instruction that requests information from an identified
web page within the information source, and (ii) uti-
lizes a command to execute a content extractor within
the web-browsing server to separate a portion of the
information from other information, the information
derived from only a portion of a web page containing
information relevant to the speech command, wherein
the content extractor uses a content-descriptor file
containing a description of the portion of information
and wherein the content-descriptor file indicates a
location of a portion of the information within the
information source, and selecting, by the web-browsing
server, an information type relevant from the informa-
tion source and retrieving only a portion of the infor-
mation that is relevant according to the at least one
information-source-retrieval instruction; and

(d) a speech-synthesis engine including a processor and
coupled to the media server, the speech-synthesis
engine adapted to convert the information retrieved
from the information source into audio and convey the
audio by the voice-enabled device.

6. The voice-browsing system claim 5, further compris-

ing:

an interface to an associated website by the network to
locate requested information.

7. The voice-browsing system of claim 5, wherein the
voice-enabled device accesses the voice-browsing system
by at least one of a landline telephone, a wireless telephone,
and an Internet Protocol telephonic connection and wherein
the media server operatively connects to the network, by at
least one of a local-area network, a wide-area network, and
the Internet.

8. The voice-browsing system of claim 5, wherein the
media server functions as a user-interface system adapted to
provide access to a voice-browsing system.

9. The voice-browsing system of claim 5, further com-
prising:

a clipping engine adapted to generate the content-descrip-
tor file, by which, an instruction is used by the web-
browsing server to request information from the iden-
tified web site and the information is displayed on the
voice-enabled device, wherein the information is only
the portion of the web page containing information
relevant to the speech command.

10. A method of selectively retrieving information in
response to spoken commands received by a voice-browsing
system, the method comprising:

(a) identifying, one of a plurality of speech commands of

a speech-recognition lexicon, based on audio data
indicative of words spoken into a microphone of an
electronic-communication device of a user;

(b) using the identified speech command to access a
corresponding descriptor file from a plurality of
descriptor files stored in a database associated with the
voice-browsing system, and using the corresponding
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descriptor file to identify (i) a web-accessible informa-
tion source, and (ii) request information;

(c) using the request information to fetch, from the
information source identified by an accessed descriptor
file, response data including a named object including
content;

(d) using the named object to extract the content from the
response data;

(e) generating audio response data containing indicia of a
message for the user, which message is responsive to
the identified speech command, and which message is
based on the extracted content; and

() directing a command to play the audio response data
using the electronic-communication device of the user.

11. The method of claim 10, wherein the content is located
in the response data using the named object regardless of the
location of the named object within the response data.

12. The method of claim 11, wherein the fetching occurs
on a web browsing server, and wherein the web browsing
server receives the identified speech command from a dif-
ferent server.

13. The method of claim 12, further comprising: using
Internet Protocol to communicate with the electronic-com-
munication device of the user.

14. The method of claim 12, further comprising: using a
telecommunication network to communicate with the elec-
tronic-communication device of the user.

15. The method of claim 12, wherein the electronic-
communication device of the user is a voice-enabled wire-
less unit that is not a telephone.

16. The method of claim 12, wherein the corresponding
descriptor file identifies the web-accessible information
source and information used to generate proper requests to
the information source with a specific URL format including
search parameters.

17. The method of claim 12, wherein using the request
information to fetch comprises fetching the response data
from a database stored on a Local Area Network (LAN) or
a Wide Area Network (WAN).

18. The method of claim 12, further comprising: using the
named object to determine a beginning and an end of the
content within the response data.

19. An apparatus with a capability of selectively retriev-
ing information in response to spoken commands, the appa-
ratus comprising:

(a) a transceiver coupled to a network and capable of
sending to and receiving information via the network
from an electronic-communication device of a user,
which device has a microphone;

(b) a database containing a plurality of descriptor files,
each of the descriptor files identifying (i) a web-
accessible information source, and (ii) request infor-
mation for fetching from the web-accessible source;

(c) a speech-recognition engine, coupled to the trans-
ceiver and having access to the database, programmed
to automatically identify, one of a plurality of speech
commands of a speech-recognition lexicon, based on
audio data indicative of words spoken into the micro-
phone of the electronic-communication device of a
user;

(d) a media server, coupled to the speech-recognition
engine and having access to the database, programmed
to access a descriptor file from the plurality of descrip-
tor files in the database based on the identified speech
command expressing the request information;

(e) a web browsing server, coupled to the media server
and programmed:



Case 1:23-cv-00190-GBW Document 1 Filed 02/17/23 Page 133 of 135 PagelD #: 276

US 10,320,981 B2

21

(1) to retrieve, from the web-accessible information
source identified by the accessed descriptor file,
responsive data specified by the request information
identified by the accessed descriptor file, wherein the
responsive data includes a named object including
content; and

(i1) to use a name of the named object to identify
content relating to the name and to extract the
content from the response data; and

(f) a synthesizer coupled to the web browsing server and
programmed to generate and transmit audio response
data containing indicia of a message about the request
information for the user, which message is responsive
to the identified speech command, and which message
is based on the extracted content;

(g) the apparatus is programmed to direct a command to
play an audio response data using the electronic-com-
munication device of the user.

20. The apparatus of claim 19, wherein the web browsing
server is further programmed to use the accessed descriptor
file to format a request for a content fetcher.

21. The apparatus of claim 20, wherein the content fetcher
is executed in response to a command included in the
accessed descriptor file that is executed on the web browsing
server.

22. The apparatus of claim 19, wherein the speech-
recognition engine is within the media server.

23. The apparatus of claim 19, wherein the web browsing
server is further programmed to use the named object to
determine a beginning and an end of the content within the
responsive data.

24. An apparatus having a capability of selectively
retrieving information in response to spoken commands,
comprising:

(a) a microphone; and

(b) a speaker coupled to the microphone; and

(c) wherein the electronic-communication device is in
communication with a remote computer system via a
network to initiate user-defined searches; and

(d) wherein the remote computer system comprises:

(i) a speech-recognition engine, coupled to a trans-
ceiver and having access to a database, programmed
to identity, one of a plurality of speech commands of
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a speech-recognition lexicon, based on audio data
indicative of words spoken into the microphone of
the electronic-communication device of a user;

(i1) a media server, coupled to the speech-recognition
engine and having access to a database containing a
plurality of descriptor files, programmed to use the
identified speech command to access a correspond-
ing descriptor file from the plurality of descriptor
files, wherein the corresponding descriptor file is
used to identify (i) a web-accessible information
source, and (i) request information to fetch from the
web-accessible information source;

(iii) a web browsing server programmed:

(A) to use the request information to fetch, from the
web-accessible information source identified by
the accessed descriptor file, response data includ-
ing a named object including particular content;
and

(B) to use a name associated with the named object
to identify content relating to the name and to
extract the content from the response data;

(iv) a speech-synthesizer coupled to the web browsing
server and programmed to generate and transmit
audio response data containing indicia of a message
for the user about the request information, which
message is responsive to the identified speech com-
mand, and which message is based on the extracted
content; and

(v) wherein the remote computer system is pro-
grammed to direct a command to play the audio
response data on the speaker.

25. The apparatus of claim 24, wherein the network is the
Internet.

26. The apparatus of claim 24, wherein the network is a
telecommunication network.

27. The apparatus of claim 24, wherein the electronic-
communication device is a voice-enabled wireless unit that
is not a telephone.

28. The apparatus of claim 24, wherein the web browsing
server is further programmed to use the named object to
determine a beginning and an end of the content within the
responsive data.
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