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IN THE UNITED STATES DISTRICT COURT
FOR THE WESTERN DISTRICT OF TEXAS

WACO DIVISION
TOPIA TECHNOLOGY, INC,,
Plaintiff,
Case No. 6:21-cv-01373
" JURY TRIAL DEMANDED

DROPBOX, INC., SAILPOINT
TECHNOLOGIES HOLDINGS, INC., and
CLEAR CHANNEL OUTDOOR
HOLDINGS, INC.

Defendants.

COMPLAINT FOR PATENT INFRINGEMENT

Plaintiff Topia Technology, Inc., (“Topia” or “Plaintiff”) files this complaint for patent
infringement against Defendant Dropbox, Inc., (“Dropbox”), SailPoint Technologies Holdings,
Inc. (“SailPoint”) and Clear Channel Outdoor Holdings, Inc. (““Clear Channel”)(collectively
“Defendants”), and alleges as follows:

NATURE OF ACTION

1. This is an action for patent infringement arising under 35 U.S.C. § 1 ef seq.,
including §§ 271, 283, 284, and 285.

THE PARTIES

2. Topia is a company organized and existing under the laws of the State of
Washington with its principal place of business in Tacoma, Washington.

3. Upon information and belief, Dropbox, Inc. (“Dropbox” or “Defendant”), is a
corporation organized and existing under the laws of the State of Delaware.

4. Dropbox has a regular and established place of business in this District, including

an office in Austin Texas located at 501 Congress Ave, Austin, Texas 78701. Dropbox’s
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registered agent for service of process is Corporation Service Company d/b/a CSC-Lawyers
Incorporating Service Company, at 211 E. 7" Street, Suite 620, Austin TX 78701.

5. Upon information and belief, SailPoint is a corporation organized and existing
under the laws of the State of Delaware.

6. SailPoint has a regular and established place of business in this District, including
its headquarters in Austin, Texas located at 11120 Four Points Drive, Suite 100, Austin TX
78726. SailPoint’s registered agent for service of process is C T Corporation System located at
1999 Bryan St., STE. 900, Dallas, TX 75201.

7. Upon information and belief, Clear Channel is a corporation organized and
existing under the laws of the State of Delaware.

8. Clear Channel has a regular and established place of business in this District,
including its headquarters in San Antonio, TX, located at 4830 North Loop, 1604 West, Suite
111, San Antonio, TX 78249. Clear Channel’s registered agent for service of process is C T
Corporation System located at 1999 Bryan St., STE. 900, Dallas, TX 75201.

JURISDICTION AND VENUE

0. This Court has original jurisdiction over the subject matter of this action pursuant
to 28 U.S.C. §§ 1331, 1367, and 1338(a).

10. Upon information and belief, Dropbox is in the business of providing online
document storage and synchronization products and services, including products and services
that infringe Plaintiff’s patents identified below, through Dropbox’s online platforms and mobile
applications to customers. Upon information and belief, Dropbox has about 700 million users

across 180 countries, including users in the State of Texas and this District.
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11. Upon information and belief, Dropbox is subject to personal jurisdiction of this
Court because it has a regular and established place of business in Austin, Texas, and is a
resident of this state in this judicial District.

12. Venue is proper in this Court under 28 U.S.C. §§ 1391 and 1400, because
Dropbox has committed infringing acts in this District and has a regular and established place of
business in this District.

13. Upon information and belief, SailPoint is in the business of using Dropbox
products and services and providing valued added integration services and products for
Dropbox’s online document storage and synchronization products and services, including those
products and services that infringe Plaintiff’s patents identified below, through Dropbox’s online
platforms and mobile applications to customers.

14. Upon information and belief, SailPoint is subject to personal jurisdiction of this
Court because it has a regular and established place of business in Austin, Texas, and is a
resident of this state in this judicial District.

15. Venue is proper in this Court under 28 U.S.C. §§ 1391 and 1400, because
SailPoint has committed infringing acts in this District and has a regular and established place of
business in this District.

16. Upon information and belief, Clear Channel is a Dropbox customer and uses
Dropbox’s online document storage and synchronization products and services, including those
products and services that infringe Plaintiff’s patents identified below, through Dropbox’s online
platforms and mobile applications.

17. Upon information and belief, Clear Channel is subject to personal jurisdiction of
this Court because it has a regular and established place of business in San Antonio, Texas, and

is a resident of this state in this judicial District.
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18. Venue is proper in this Court under 28 U.S.C. §§ 1391 and 1400, because Clear
Channel has committed infringing acts in this District and has a regular and established place of
business in this District.

19. The allegations provided below are exemplary and without prejudice to Plaintiff’s
infringement contentions that will be provided pursuant to the Court’s scheduling order and local
civil rules, including after discovery as provided under the Federal Rules of Civil Procedure. In
providing these allegations, Plaintiff does not convey or imply any particular claim constructions
or the precise scope of the claims of the asserted patents. Plaintiff’s proposed claim
constructions, if any, will be provided pursuant to the Court’s scheduling order and local civil

rules.

COUNT ONE

INFRINGEMENT OF U.S. PATENT NO. 9,143,561

20. Plaintiff incorporates paragraphs 1 through 19 as though fully set forth herein.

21. U.S. Patent No. 9,143,561 (“the *561 Patent™), entitled “Architecture For
Management of Digital Files Across Distributed Network,” issued on September 22, 2015. A
copy of the 561 Patent is attached as Exhibit 1.

22. The 561 patent is generally directed to systems and methods for sharing
electronic files between multiple devices, wherein when a user modifies an electronic file on a
device, a copy of the modified electronic file is automatically transferred to at least one other
device.

23. Plaintiff is the owner by assignment of all rights, title, and interest in and to
the 561 Patent, including the right to assert all causes of action arising under the 561 Patent and
the right to all remedies for the infringement of the 561 Patent.

24. Claim 1 of the ’561 Patent recites:
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1. A system, comprising:

a first electronic device configured to selectively execute a first application, the first
electronic device being in communication with a second electronic device and
a third electronic device, each associated with a user wherein the first
electronic device is configured to:

receive from a second application executable on the second electronic device a copy
of a first electronic file automatically transferred from the second application
when the user modifies a content of the first electronic file; and

wherein the first electronic device is further configured to receive from a third
application executable on the third electronic device a copy of a second
electronic file automatically transferred from the third application when the
user modifies a content of the second electronic file; and

wherein the first application is further configured to automatically transfer the
modified first electronic file copy to the third electronic device to replace an
older version of the first electronic file stored on the third electronic device
with the modified first electronic file copy having the content modified by the
user; and

automatically transfer the modified second electronic file copy to the second
electronic device to replace an older version of the second electronic file
stored on the second electronic device with the modified second electronic
file copy having the content modified by the user;

wherein the second application automatically transfers the copy of the modified
first electronic file to the first electronic device upon determining that a save

operation has been performed on the modified first electronic file.
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DEFENDANT DROPBOX

25.  Dropbox offers a suite of products and services, including Dropbox Professional,
Dropbox Standard and Dropbox Advanced for Businesses and Dropbox Plus and Dropbox
Family for individuals which practice each and every limitation of one or more claims of
the ’561 patent. Dropbox’s products and services include systems and methods for sharing
electronic files between multiple devices, wherein when a user modifies an electronic file on a
device, a copy of the modified electronic file is automatically transferred to at least one other
device.

26.  Dropbox products and services involve systems that include various client and
server devices and software. For example, Dropbox has one central hub for online file storage
that is accessible through client applications on Windows, Mac, Linux, i0S, Android, and web
browsers.

27.  Dropbox’s server infrastructure includes a first electronic device (e.g., a server
system) executing an application (e.g., running Dropbox server software). The first electronic
device (e.g., the server system) is in communication with a second electronic device (e.g., the
first client device such as a laptop or a smart phone) and a third electronic device (e.g., the
second client device such as a laptop or a smart phone). Dropbox promotes its products and

services as a system for providing secure access to all of its customers files from any device:

Dropbox gives you secure access to all your files. Collaborate with friends, family, and
coworkers from any device.

https://www.dropbox.com (last visited December 16, 2021)
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Access your files from multiple devices

Dropbox offers one central hub for online flle storage, flle sharing, and synclng. Whether you're at work or
on the road, your flles are synced across your devices and accessible In real time. Access your Dropbox
account with desktop apps on Windows and Mac, our moblle app for 10S or Androld devices, and on the
web through your browser.

How do | access cloud storage?

You can access your cloud storage with Dropbox on your phone using
the Dropbox app as long as your phone is connected to wifi. You can
also access cloud storage via a Windows, Mac, or Linux operating
systems one of two ways: either through the web on dropbox.com or
with our desktop app. You just need to make sure your device is
connected to the internet to upload and access your files.
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https://www.dropbox.com/features/cloud-storage (last visited December 16, 2021)
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Can |l access Dropbox on
my mobile device?

You can access your Dropbox account, and your Dropbox files, with
the Dropbox mobile app for your phone or tablet (including Android,
iPhone, and iPad). Alternatively, you can sign into dropbox.com on
your mobile device in any mobile browser app.

The Dropbox mobile app is free and lets you:

« Access all your Dropbox files and folders
» Browse and preview files in Dropbox
« Use third-party apps to open and edit files

« Take photos and videos using your built-in camera and save them
directly to Dropbox

« Make important files available for offline access

s Share your files with links

https://help.dropbox.com/installs-integrations/mobile/access-dropbox (last visited December

16, 2021)

28.  Dropbox maintains a worldwide server infrastructure having multiple servers
deployed in multiple data centers, including numerous data centers located in the United States.

Dropbox provides the following overview of its architecture:

Data centers

Dropbox corporate and production systems are housed at third-party subservice organization data centers
and managed service providers located In the United States. These third-party service providers are
responsible for the physical, environmental, and operational security controls at the boundarles of Dropbox
Infrastructure. Dropbox Is responsible for the logical, network, and application security of our Infrastructure
housed at third-party data centers.

https://www.dropbox.com/business/trust/security/architecture (last visited December 16,

2021)
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Where is my data stored?

Once a file is added to your Dropbox, it's synced to our secure online servers.
All files stored online by Dropbox are encrypted and kept in secure storage
servers. Storage servers are located in data centers across the United States.
Additionally, storage servers are available in Germany, Australia, and Japan for
some Dropbox Business users.

https://help.dropbox.com/accounts-billing/security/physical-location-data-storage (last visited

December 16, 2021)

' Dropbox network physical footprint

o~
¥

 Sseckhelm

2 Jo5e
T St * Torones ‘s A .
S ® Ovicage .
Palo Ake e " New York Londen = -‘ Frankturt
So0 Jove ¥ ashturn s
L4 ¢ Avacts " Maars X
*
Los Argeies 0”'.' - Totyo
* wisw
® Iy Karg
%
T Gegapore
* ) sydney
!
{
<
Figure 1: Location of Dropbox global points of presence (PoPs)

We currently have global network presence and multiple data centers In Californla, Texas and Vvirginla.
From a redundancy perspectlive, the North Amerlcan continent s carved Into reglons—East, Central,
and west—thereby having a distributed data center approach and Improving reslilency In events of
fallure.
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Figure 6: Phvsical representation of a small section of the fabric

https://dropbox.tech/infrastructure/the-scalable-fabric-behind-our-growing-data-center-

network (last visited December 16, 2021)

29. Clients are served by proprietary point of presence Edge servers that are closest.

United States users are served by geographically proximate servers:

' Dropbox scale

Dropbox has more than half a billion registered users who trust us with over an exabyte of data and
petabytes of corresponding metadata. For the Traffic team this means millions of HTTP requests and
terabits of traffic. To support all of that we've built an extensive network of points of presence (PoPs)

around the world that we call Edge.
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¥ Plcking PoP Locations

As of today, Drophox has 20 PoPs around the world:

We try to alternate new PoP placement between selecting the most advantageous PoP for the existing
and potential Drophox users.

A tiny script helps us brute-force the problem by:

A tiny script helps us brute-force the problem by:

1. 8plitting the Earth into 7th level s2 regions

2. Placing all the existing PoPs

3. Computing the distance to the nearest PoP for all the regions weighted by “population”
4. Doing exhaustive search to find the “best” location for the new PoP

5. Adding it to the map

6. Looping back to step 3, etc.

By “population” one can use pretty much any metric we want to optimize, for example total number of
people in the area, or number of existing/potential users. As for the loss function to determine the
score of each placement one can use something standard like L1 or L2 loss. In our case we try to
overcompensate for the effects of latency on the TCP throughput.

PoPs consist of network equipment and sets of Linux servers. An average PoP has good connectivity:
backbone, multiple transits, public and private peering. By increasing our network connectivity, we
decrease the time packets spend in the public internet and therefore heavily decrease packet loss and
improve TCP throughput. Currently about half of our traffic comes from peering.

11
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https://dropbox.tech/infrastructure/dropbox-traffic-infrastructure-edge-network (last visited

December 16, 2021)

30. The first electronic device (e.g., the server system) running Dropbox server
software and the first and the second electronic client devices (e.g., the first and second client
devices such as laptop or a smart phone) running Dropbox software are associated with a user.

Client devices are associated with a logged-in Dropbox user:

Create an account

To get started, do to dropbox.com and create an account. You can create a free
Basic account with 2 GBs or a paid account with additional storage space and
features. Then, you can start uploading files to your account or creating new files
in Dropbox.

Download and signh into the apps

Once you have a Dropbox account, you can download the Dropbox desktop app to
your computer or download the Dropbox mobile app to your phone or tablet. After
you download the Dropbox apps to your devices, sigh into your Dropbox account.

sync your files

You can access all of the files you stored in Dropbox, no matter what device
you're using or where you added the files. Any files you add or changes you make
to your files are automatically updated, or “synced”, everywhere you access them
in Dropbox.

https://help.dropbox.com/installs-integrations/sync-uploads/sync-overview (last visited

December 16, 2021)

31. The first electronic device (e.g., the server system running Dropbox server
software) is configured to receive from a second application executable (e.g., Dropbox App) on
the second electronic device (e.g., the first client device such as a laptop or a smart phone) a
copy of a first electronic file automatically transferred from the second application when the user

modifies a content of the first electronic file.

12



Case 6:22-cv-01318-ADA Document 1 Filed 12/29/21 Page 13 of 170

32. Dropbox’s server system receives, over a network, a copy of a first file from a
first client device (e.g., a laptop or a smart phone) associated with a user, the copy of the first file
being automatically received from the first client device when the user modifies the content of
the first file stored on the first client device, the copy of the first file being an updated version of
the first file that is generated from the user modifying the content of the first file in the client
device. When a user modifies a file that has been configured to be synched, the Dropbox
software on the client device will upload the updated version of the file that the user modified to

Dropbox’s servers:

At Its heart, sync Is pretty straightforward. Every time you save a file on one device, It's uploaded to an online
server. Since It now lives somewhere other than your hard drive — someplace that’s always connected to the
Internet — you can access the flle from any other device. Plus, you don’t even need to do anything to get the
latest verslon. Each device repeatedly checks In with the server to see If there’s anything new; If there Is, they
download It, automatically. There are a few rlffs on this theme, but that’s how Dropbox for Business sync works.

https://blog.dropbox.com/topics/work-culture/what-is-file-sync (last visited December 16,

2021)

33.  Dropbox includes a file sync feature that works on client platforms:

sync files across devices and platforms

It's easy to make your flles accessible on your dally commute to work or on vacation. Save a flle to the
Dropbox folder on your computer, and It wlll synchronize automatically to your moblle device. Cloud flle
sync Is avallable on multiple devices and platforms, from Windows and Mac to moblle devices like IPhone,
IPad and Androld via the Dropbox moblle app.

Newly saved or updated flles are automatically synced everywhere, so you don't have to spend time
emalling the newest verslons to collaborators. And you can be reassured that all your Important files are
completely synced by looking for the green checkmark.

What Is sync? ~

Sync Is short for the word ‘synchronize’ which means an event that happens In more than one place
simultaneously. In terms of technology, when you sync a device—such as a phone or tablet, with your
computer, all of the data from your computer Is automatically synchronized with that device. You can feel
confldent knowing that all your data—such as photos or work flles—Is avallable to you on different devices.
This data synching helps further protect you from data loss because It's saved In more than one place.With
Dropbox Smart Sync, you can also save space on your hard drive by removing old or ‘stale’ folders you
don’t use regularly and storing them to the cloud.

https://www.dropbox.com/features/sync (last visited December 16, 2021)

13
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How does Dropbox sync my
files?

This artlcle Is a baslc Introductlon to how Dropbox syncs your flles. It explalns how
you can store your flles In Dropbox and sync them between your devices.

When you store flies In Dropbox, your flles are accesslble from everywhere you use
Dropbox. This Includes:

« Dropbox.com In a web browser, on your computer or phone

+« The Dropbox deskitop app. on your computer

« The Dropbox maoblle app, on your phoneg or tablet

Your flles are also kept up to date everywhere you use Dropbox. This means that It

you add or make changes to a flle In one place, the flle I1s automatically updated
everywhere else.

How do | get started using Dropbox to sync my
files?

You can start syncing all your flles across all of your devices with a free Dropbox
Baslc plan. Dropbox Baslc users have 2 GBs of storage space. There's no time limlt or
trlal on a Baslc plan, so you can fry It as long as you ke,

If you want more storage space or access to additlonal features, you can upgrade o
a pald plan. Learn more about the different Dropbox plan options.

https://help.dropbox.com/installs-integrations/sync-uploads/sync-overview (last visited

December 16, 2021)

34.  The first electronic device (e.g., the server system running Dropbox server
software) is configured to automatically transfer the modified first file copy to the third
electronic device (e.g., the second client device such as a laptop or a smart phone) to replace an
older version of the first file stored on the third electronic device (e.g., the second client device)
with the modified first file copy having the content modified by the user. Dropbox allows

multiple client devices to be linked to a user account, and modifying any file on any of the linked

14
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client devices will cause the modified metadata and file contents to be uploaded from the device
to Dropbox’s servers, and then downloaded by any other linked client device. Dropbox provides

the following architecture for synchronizing the files across the devices:

our file infrastructure is comprised of the following
components:

Metadata servers

Certaln baslc Information about user data, called metadata, Is kept In Its own discrete storageservice and
acts as an Index for the data In users’ accounts. Metadata Includes basic accountand user Information, like
emall address, name, and device names. Metadata also Includes basicinformation about files, Including file
names and types, that helps support features llke verslonhistory, recovery, and sync.

Metadata Databases

Flle metadata Is stored In a MySQL-backed database service, and |s sharded and replicated as needed to
meet performance and high avallabliity requirements.

Notification service

This Is a separate service dedicated to monitoring If changes have been made to Dropbox accounts. No file
data or metadata Is stored or transferred here. Each client establishes a long poll connection to the
notification service and walts. When a change to any flle In Dropbox takes place, the notification service
signals a change to the relevant client(s) by closing the long poll connection. Closing the connection signals
that the cllent must connect to the Metadata Servers securely to synchronize any changes.

Previews Storage Servers Block Storage Servers Metadata Databases
- Previews Storage Service ® © @ Block Storage Service s Metadata Storage Service
® 58 preview data stored in ~ . = File data stored in encrypted blocks | I Information about your stored files (but not
encrypted chunks files themselves)

Previews Servers Block Servers Metadata Servers
Previews Processing Service Block Processing & Metadata Processing Service
Preview data processed Previews Delivery Service Information about files processed (such as file
into encrypted chunks File data processed into encrypted name & type)

blocks & previews delivered to users

£} oucaton servcs

R = = |5

https://www.dropbox.com/business/trust/security/architecture (last visited December 16,

2021)
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35.

Using the Dropbox API, a client device can be configured to automatically make

an API call to perform a push request for a modified file:

/upload

Create a new file with the contents provided in the request.

Do not use this to upload a file larger than 150 MB. Instead, create
an upload session with upload_session/start.

Calls to this endpoint will count as data transport calls for any
Dropbox Business teams with a limit on the number of data
transport calls allowed per month. For more information, see the

Data transport limit page.

-~

"path": "/Homework/math/Matrices.txt",
"mode": "add",

"autorename": true,

"mute": false,

"strict_conflict": false

https://www.dropbox.com/developers/documentation/http/documentation#files-upload (last

visited December 16, 2021)

36.

Using the Dropbox API’s Webhooks feature, file metadata will be automatically

transferred to a client device when a file changes on another client device. Metadata including a

change notification is sent first, after which third party apps may request additional change

details metadata and then file contents:

Using Webhooks

Webhooks are a way for web apps to get real-time notifications when users' files change in Dropbox.

Once you register a URI to receive webhooks, Dropbox will send an HTTP request to that URI every time
there's a change for any of your app's registered users.

16



Case 6:22-cv-01318-ADA Document 1 Filed 12/29/21 Page 17 of 170

Receiving notifications

Once your webhook URI is added, your app will start receiving "notification requests" every time a user's
files change. A notification request is an HTTP POST request with a JSON body. The JSON has the
following format:

{
"list_folder": {
"accounts": [
"dbid:AAH4AF99TEtaONIb-OurkxbNQEeywGRopQnge",
]
Ts
"delta": {
"users": [
12345678,
23456789,
]
),
)

Note that the payload of the notification request does not include the actual file changes. It only informs
your app of which users have changes. You will typically want to call /files/list_folder/continue to get the
latest changes for each user in the notification, keeping track of the latest cursor for each user as you

go.

Typically, the code you run in response to a notification will make a call to /files/list_folder/continue to
get the latest changes for a user. In our sample Markdown-to-HTML converter, we're keeping track of
each user's OAuth access token and their latest cursor in Redis (a key-value store). This is the
implementation of process_user for our Markdown-to-HTML converter sample app:

Best practices

Always respond to webhooks quickly

Your app only has ten seconds to respond to webhook requests. For the verification request, this is
never really an issue, since your app doesn't need to do any real work to respond. For notification
requests, however, your app will usually do something that takes time in response to the request. For
example, an app processing file changes will call /files/list_folder/continue and then process the
changed files. (In our Markdown example, we needed to download each Markdown file, convert it to
HTML, and then upload the result.) It's important to keep in mind that list_folder payloads can
sometimes be verylarge and require multiple round-trips to the Dropbox API, particularly when a new
user first links your app and has a lot of files.

To make sure you can always respond within ten seconds, you should always do your work on a

separate thread (as in the simple example above) or asynchronously using a queue.

https://www.dropbox.com/developers/reference/webhooks? tk=guides lp& ad=deepdive7&

_camp=webhooks (last visited December 16, 2021)

17
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With webhooks configured, Dropbox sends an HTTP POST with the user IDs when changes
occur. By saving the cursor for users, your application can then call
{files/list folder continue to read the associated change when it receives the hook.

https://www.dropbox.com/developers/reference/content-access-

guide? tk=guides_Ip& ad=deepdive6& camp=content_access (last visited December 16, 2021)

37.  The second application (e.g., Dropbox software application running on the first
client device) automatically transfers the copy of the modified first file to the first electronic
device (e.g., the server system) upon determining that a save operation has been performed on
the modified first electronic file. Saving the file to the client device causes the modified file to

be automatically transferred to Dropbox’s servers and synced to other devices:

sync files across devices and platforms

It's easy to make your flles accessible on your dally commute to work or on vacation. Save a flle to the
Dropbox folder on your computer, and It wlll synchronize automatically to your moblle device. Cloud flle
sync Is avallable on muitiple devices and platforms, from Windows and Mac to moblle devices like IPhone,
IPad and Androld via the Dropbox moblle app.

Newly saved or updated flles are automatically synced everywhere, so you don't have to spend time
emalling the newest versions to collaborators. And you can be reassured that all your Important files are
completely synced by looking for the green checkmark.

What Is sync? ~

Sync Is short for the word ‘synchronize’ which means an event that happens In more than one place
simultaneously. In terms of technology, when you sync a device—such as a phone or tablet, with your
computer, all of the data from your computer Is automatically synchronized with that device. You can feel
confldent knowing that all your data—such as photos or work flles—Is avallable to you on different devices.
This data synching helps further protect you from data loss because It's saved In more than one place.With
Dropbox Smart Sync, you can also save space on your hard drive by removing old or ‘stale’ folders you
don’t use regularly and storing them to the cloud.
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https://www.dropbox.com/features/sync (last visited December 16, 2021)

38. The first electronic device (e.g., the server system) is further configured to receive
from a third application (e.g., a Dropbox App) executable on the third electronic device (e.g., the
second client device) a copy of a second file automatically transferred from the third application
when the user modifies a content of the second electronic file, and automatically transfer the
modified second file copy to the second electronic device (e.g., the first client device) to replace
an older version of the second file stored on the second electronic device with the modified
second electronic file copy having the content modified by the user.

39. On information and belief, Dropbox has directly infringed and continues to
infringe, literally and/or under the doctrine of equivalents, one or more claims of the 561 Patent
under 35 U.S.C. § 271(a) by developing, distributing, operating, using, selling, and/or offering to
sell Dropbox products and services in the United States without authority. Included in these acts
of infringement are situations where user devices and customers of Dropbox products and

services interact with Dropbox servers to perform file sync operations.
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40. On information and belief, Dropbox is liable for infringement, literally and/or
under the doctrine of equivalents, of one or more claims of the 561 Patent under 35 U.S.C. §
271(b) based on its active marketing and promotion of its Dropbox products and services in the
United States to its customers and prospective customers. On information and belief Dropbox
has, and will continue to, intentionally encourage acts of direct infringement with knowledge of
the ’561 Patent and knowledge that its acts are encouraging infringement.

41. On information and belief, Dropbox is liable for infringement, literally and/or
under the doctrine of equivalents, of one or more claims of the ’561 Patent under 35 U.S.C. §
271(c), because Dropbox has had, and continues to have, knowledge that its Dropbox products
are especially developed or adapted for a use that infringes the 561 Patent and constitute a
material part of the claimed systems and methods. Dropbox has had, and continues to have,
knowledge that there are no substantial non-infringing uses for these Products. Dropbox has
infringed and continues to infringe the 561 Patent directly and/or indirectly in violation of 35

U.S.C. § 271(c).

DEFENDANT SAILPOINT

42. SailPoint makes and sells valued added integration services and products for
Dropbox’s online document storage and synchronization products and services, including those
products and services that infringe Plaintiff’s patents identified above, through Dropbox’s online
platforms and mobile applications to customers, which practice each and every limitation of one
or more claims of the 561 Patent.

43.  More specifically, SailPoint’s Identity Governance Platform provides identity
governance solutions that are integrated with Dropbox products and services, enabling users of
Dropbox products and services to, among other things, control user access, identify sensitive

data, and monitor for malicious behavior.
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. . Examples
How does SailPoint

integ rate With D ro p box? Data discovery and classification

SailPoint collects and analyzes the data and file
permissions in Dropbox to identify sensitive data and
determine who has access to it. We can also alert you
about inappropriate access 1o help you maintain security.

Permission analysis

Access monitoring and alerting
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Identity for Dropbox

Could some of your files

in Dropbox be a :’: DrOpbOX

. . o

compliance risk? —

SailPoint’'s integration with Dropbox helps you identify

sensitive information, manage data ownership and alert you £ How identity governance helps >
. ensure GDPR compliance

to any suspicious access activity. As more people

collaborate and share information in the cloud, protecting
access to your Dropbox files has never been more

Governing unstructured data

important and data access

Find and address your compliance gaps
Ensure consistent governance across all data types E® Watch our Dropbox integration

i demo
Be alerted if inappropriate access is detected

Minimize exposure to data leakage

Data discovery and classification

Identify where sensitive
data resides in Dropbox B @

=Y

Classify and analyze
data based on content

and behavior

m
ﬁ

https://www.sailpoint.com/integrations/dropbox/ (last visited December 16, 2021)
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SailPoint is the leading provider of enterprise identity
governance solutions. SailPoint’s open identity platform
enables organizations to manage the entire identity lifecycle
of users accessing Dropbox Business, more efficiently control
user access, securely prepare your data for migration to
Dropbox Business, identify sensitive data, and monitor for
malicious behavior.

e Oversee and streamline who accesses Dropbox
Business. SailPoint identity governance solutions allow you
to manage and govern users, groups, and entitlements for
DropBox and automate the requesting and provisioning of
user access. Improve security and audit performance by
instantly reviewing and remediating access.

« Monitor inappropriate access. Centralize your visibility to users and their access
across Dropbox and other cloud and on-premises applications. Admins can easily
audit and ensure access is within corporate policy.

« Gain greater data visibility. Identify and classify data prior to migration to gain
clear visibility across your data assets and optimize what data should be moved
to Dropbox.

¢ Clean up permissions. Collect and analyze permissions to files for deeper insight
into who has access and remediate inappropriate access issues to mitigate
security risk to your content.

¢ Establish data ownership. Empower data owners who have the most intelligence
about the data to take on a key role in managing access and ensure the right
users have access to the right data.

¢ Support hybrid environments. Whether your data resides within your datacenter or
in Dropbox Business, govern it with a centralized set of controls and policies.

https://www.dropbox.com/app-integrations/sailpoint (last visited December 16, 2021)

44.  On information and belief, SailPoint, in order to develop, support, and provide its
identity governance solutions, has directly infringed and continues to infringe, literally and/or
under the doctrine of equivalents, one or more claims of the 561 Patent under 35 U.S.C. §

271(a) by using Dropbox products and services in the United States and abroad without
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authority. Included in these acts of infringement are situations where devices associated with

SailPoint interact with Dropbox servers to perform file sync operations.

DEFENDANT CLEAR CHANNEL

45.  Clear Channel uses Dropbox’s online document storage and synchronization
products and services, including those products and services that infringe Plaintiff’s patents
identified above, through Dropbox’s online platforms and mobile applications to customers,
which practice each and every limitation of one or more claims of the *561 patent.

46. On its website, Dropbox identifies Clear Channel as a user of Dropbox Business.

Businesses across the world of media trust
Dropbox

e sidlee dentsu

r"
il MARDHAL
Clear Chonnel GEQGRAPHIC

https://www.dropbox.com/business/solutions/media (last visited December 16, 2021)

47. In 2017, Clear Channel along with Dropbox released a study disclosing Clear
Channel’s purchase of Dropbox Business licenses for its employees and summarizing the
commercial benefits from the use of Dropbox Business. A copy of Clear Channel’s study is

attached as Exhibit 2.
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Clear Channel C
Outdoor i

In January 2017, Clear Channel purchased 1,200 enterprise Dropbox
licenses to provide an enhanced security and collaboration
experience for end users. Through three business cases, this study
outlines the total return on investment achieved by Clear Channel as a
result of its deployment. The study’s findings are summarized below.

e total financlal benerit @ return on Investment

https://www.insightsforprofessionals.com/management/leadership/dropbox-businss-and-

clear-channel-outdoor/download (last visited December 16, 2021)

48. On information and belief, Clear Channel has directly infringed and continues to
infringe, literally and/or under the doctrine of equivalents, one or more claims of the 561 Patent
under 35 U.S.C. § 271(a) by using Dropbox products and services in the United States and
abroad without authority. Included in these acts of infringement are situations where devices

associated with Clear Channel interact with Dropbox servers to perform file sync operations.

COUNT TWO

INFRINGEMENT OF U.S. PATENT NO. 10,006,942

49. Plaintiff incorporates paragraphs 1 through 48 as though fully set forth herein.
50. Plaintiff is the owner by assignment of U.S. Patent No. 10,067,942 (the “’942
Patent”), entitled “Architecture For Management of Digital Files Across Distributed Network,”

issued on September 4, 2018. A copy of the *942 Patent is attached as Exhibit 3.
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51. The *942 Patent is generally directed to systems and methods for sharing
electronic files between multiple devices, wherein when a user modifies an electronic file on a
device, a copy of the modified electronic file is automatically transferred to other devices based
on a communication state of the other devices.

52. Plaintiff is the owner by assignment of all rights, title, and interest in and to
the 942 Patent, including the right to assert all causes of action arising under the 942 Patent and
the right to all remedies for the infringement of the 942 Patent.

53. For example, claim 1 of the 942 Patent states:

1. A system, comprising:

a first electronic device, associated with a user, configured to:

receive, via a first application at the first electronic device, a copy of a modified

first electronic file from a second application at a second electronic device
associated with the user, wherein the modified first electronic file copy is
automatically received from the second application responsive to the user
modifying a content of the first electronic file;

determine whether the first electronic device is in communication with a third

electronic device;

automatically send, via the first application, the modified first electronic file copy

to a third application at the third electronic device responsive to the
determination that the first electronic device is in communication with the
third electronic device and responsive to receiving the modified first
electronic file copy from the second electronic device;

receive, via the first application, a copy of a modified second electronic file from

the third application at the third electronic device associated with the user,
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wherein the modified second electronic file copy is automatically received
from the third application responsive to the user modifying a content of the
second electronic file;

determine whether the first electronic device is in communication with the second
electronic device; and

automatically send, via the first application, the modified second electronic file
copy to the second application at the second electronic device responsive to
the determination that the first electronic device is in communication with the
second electronic device and responsive to receiving the modified second
electronic file copy from the third electronic device,

wherein, responsive to sending the modified first electronic file copy to the third
electronic device, an older version of the first electronic file stored on the third
electronic device is automatically caused to be replaced with the modified
first electronic file copy such that the modified first electronic file copy is
stored on the third electronic device in lieu of the older version of the first
electronic file, and

wherein, responsive to sending the modified second electronic file copy to the
second electronic device, an older version of the second electronic file stored
on the second electronic device is automatically caused to be replaced with
the modified second electronic file copy such that the modified second
electronic file copy is stored on the second electronic device in lieu of the

older version of the second electronic file.
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DEFENDANT DROPBOX

54.  In addition to the description in paragraphs 25-41, Dropbox’s products and
services include systems and methods for sharing electronic files between multiple client
devices, wherein when a user modifies an electronic file on a device, a copy of the modified
electronic file is automatically transferred to other devices based on a communication state of the
other devices.

55.  The first electronic device (e.g., the server system) is configured to determine
whether the first electronic device is in communication with a third electronic device (e.g., the
second client device such as a laptop or a smart phone). Dropbox’s server system and the client
devices determine that the server is in contact with a respective client device after a period of

being offline:

Not connected to internet

A gray Dropbox icon means that the Dropbox desktop app isn't
connected to the internet. This means that changes you make to the
Dropbox files and folders on your computer won't update everywhere
you access your files in Dropbox until you're connected to internet
again. Learn why Dropbox might not be connecting and how to solve it.

> 94
<

https://help.dropbox.com/installs-integrations/sync-uploads/sync-icons (last visited

December 16, 2021)

No Wi-fi? No problem.

With offline sync and access, you can easlly choose to make flles In your Dropbox avallable when you're
away from WI-Tl. No signal on the commuter rall, alrplane, or while working remote at the coffee shop? No
problem—simply make the flles you need avallable offiine to access where and when you need them.

What does working remotely or working offline mean? ~

Remote working or working offiine are two states of actlvity that can sometimes be related. Working offiine
means you're not connected to the Internet but are still able to access your flles and folders. You can work
on an offiine flle and any changes will sync when you're back online. Working remotely means you're away
from your normal working environment; this could mean you're offiine without access to WI-FI or have
lImited Internet connection. Some team members may be full time remote workers or Tully remote
employees that never travel to a central offlce.
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Can | work offline with Dropbox? ~
Yes, you can work offilne with Dropbox flles and folders from your moblle device. To make Tlies avaliable
offling, simply turn on the "Avallable offiine”™ optlon for Individual files you'd like to work with. Dropbox
Professional, Dropbox Business, or Dropbox Enterprise customers can also make Tolders avallable offiine by

switching on the same optlon In each folder.

https://www.dropbox.com/features/sync/work-remotely-offline (last visited December 16,

2021)

56. The first electronic device (e.g., the server system) is configured to automatically
send, via the first application (e.g., application running on the server system), the modified first
electronic file copy to a third application at the third electronic device (e.g., the second client
device) responsive to the determination that the first electronic device is in communication with
the third electronic device and responsive to receiving the modified first electronic file copy from
the second electronic device (e.g., the first client device). The Dropbox server system will
automatically send the modified file copy to the client device responsive to the determination
that the client device is connected to the Dropbox server system and responsive to changes to the

file in another client device:

Get offline access on all your devices

With the desktop app, locally synchronlzed folders and flles are avallable even when you're away from an
Internet connectlon. Once you get back online, Dropbox will automatically synchronize your folders and
flles with all the latest changes. You can also select flles to access offline on your Androld or IPhone
smartphone, and even your IPad.

https://www.dropbox.com/features/sync (last visited December 16, 2021)

57.  Upon information and belief, Dropbox has infringed and continues to infringe,
literally or under the doctrine of equivalents, one or more claims of the 942 Patent by
developing, distributing, operating, using, selling, and/or offering to sell Dropbox products and
services in the United States without authority. Included in these acts of infringement are
situations where user devices and customers of Dropbox products and services interact with

Dropbox servers to perform file sync operations.
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58. On information and belief, Dropbox is liable for infringement, literally and/or
under the doctrine of equivalents, of one or more claims of the *942 Patent under 35 U.S.C. §
271(b) based on its active marketing and promotion of its Dropbox products and services in the
United States to its customers and prospective customers. On information and belief Dropbox
has, and will continue to, intentionally encourage acts of direct infringement with knowledge of
the ‘942 Patent and knowledge that its acts are encouraging infringement.

59. On information and belief, Dropbox is liable for infringement, literally and/or
under the doctrine of equivalents, of one or more claims of the *942 Patent under 35 U.S.C. §
271(c), because Dropbox has had, and continues to have, knowledge that its Dropbox products
are especially developed or adapted for a use that infringes the 942 Patent and constitute a
material part of the claimed systems and methods. Dropbox has had, and continues to have,
knowledge that there are no substantial noninfringing uses for these Products. Dropbox has
infringed and continues to infringe the 942 Patent directly or indirectly in violation of 35 U.S.C.

§ 271(c).

DEFENDANT SAILPOINT

60.  SailPoint makes and sells valued added integration services and products for
Dropbox’s online document storage and synchronization products and services, including those
products and services that infringe Plaintiff’s patents identified above, through Dropbox’s online
platforms and mobile applications to customers, which practice each and every limitation of one
or more claims of the 942 patent.

61.  More specifically, SailPoint’s Identity Governance Platform provides identity
governance solutions that are integrated with Dropbox products and services, enabling users of
Dropbox products and services to, among other things, control user access, identify sensitive

data, and monitor for malicious behavior.
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. . Examples
How does SailPoint

integ rate With D ro p box? Data discovery and classification

SailPoint collects and analyzes the data and file
permissions in Dropbox to identify sensitive data and
determine who has access to it. We can also alert you
about inappropriate access 1o help you maintain security.

Permission analysis

Access monitoring and alerting
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Identity for Dropbox

Could some of your files

in Dropbox be a :’: DrOpbOX

. . o

compliance risk? —

SailPoint’'s integration with Dropbox helps you identify

sensitive information, manage data ownership and alert you £ How identity governance helps >
. ensure GDPR compliance

to any suspicious access activity. As more people

collaborate and share information in the cloud, protecting
access to your Dropbox files has never been more

Governing unstructured data

important and data access

Find and address your compliance gaps
Ensure consistent governance across all data types E® Watch our Dropbox integration

i demo
Be alerted if inappropriate access is detected

Minimize exposure to data leakage

Data discovery and classification

Identify where sensitive
data resides in Dropbox B @

=Y

Classify and analyze
data based on content

and behavior

m
ﬁ

https://www.sailpoint.com/integrations/dropbox/ (last visited December 16, 2021)
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SailPoint is the leading provider of enterprise identity
governance solutions. SailPoint’s open identity platform
enables organizations to manage the entire identity lifecycle
of users accessing Dropbox Business, more efficiently control
user access, securely prepare your data for migration to
Dropbox Business, identify sensitive data, and monitor for
malicious behavior.

e Oversee and streamline who accesses Dropbox
Business. SailPoint identity governance solutions allow you
to manage and govern users, groups, and entitlements for
DropBox and automate the requesting and provisioning of
user access. Improve security and audit performance by
instantly reviewing and remediating access.

* Monitor inappropriate access. Centralize your visibility to users and their access
across Dropbox and other cloud and on-premises applications. Admins can easily
audit and ensure access is within corporate policy.

» Gain greater data visibility. Identify and classify data prior to migration to gain
clear visibility across your data assets and optimize what data should be moved
to Dropbox.

e Clean up permissions. Collect and analyze permissions to files for deeper insight
into who has access and remediate inappropriate access issues to mitigate
security risk to your content.

« Establish data ownership. Empower data owners who have the most intelligence
about the data to take on a key role in managing access and ensure the right
users have access to the right data.

¢ Support hybrid environments. Whether your data resides within your datacenter or
in Dropbox Business, govern it with a centralized set of controls and policies.

https://www.dropbox.com/app-integrations/sailpoint (last visited December 16, 2021)

62. On information and belief, SailPoint, in order to develop, support, and provide its

identity governance solutions, has directly infringed and continues to infringe, literally and/or
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under the doctrine of equivalents, one or more claims of the 942 Patent under 35 U.S.C. §
271(a) by using Dropbox products and services in the United States and abroad without
authority. Included in these acts of infringement are situations where devices associated with

SailPoint interact with Dropbox servers to perform file sync operations.

DEFENDANT CLEAR CHANNEL

63.  Clear Channel uses Dropbox’s online document storage and synchronization
products and services, including those products and services that infringe Plaintiff’s patents
identified above, through Dropbox’s online platforms and mobile applications to customers,
which practice each and every limitation of one or more claims of the *942 patent.

64. On its website, Dropbox identifies Clear Channel as a user of Dropbox Business.

Businesses across the world of media trust
Dropbox

e sidlee dentsu

r"
il MARDHAL
Clear Chonnel GEQGRAPHIC

https://www.dropbox.com/business/solutions/media (last visited December 16, 2021)

65. In 2017, Clear Channel along with Dropbox released a study disclosing Clear
Channel’s purchase of Dropbox Business licenses for its employees and summarizing the
commercial benefits from the use of Dropbox Business. A copy of Clear Channel’s study is

attached as Exhibit 2.
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Clear Channel C
Outdoor i

In January 2017, Clear Channel purchased 1,200 enterprise Dropbox
licenses to provide an enhanced security and collaboration
experience for end users. Through three business cases, this study
outlines the total return on investment achieved by Clear Channel as a
result of its deployment. The study’s findings are summarized below.

e total financlal benerit @ return on Investment

https://www.insightsforprofessionals.com/management/leadership/dropbox-businss-and-

clear-channel-outdoor/download (last visited December 16, 2021)

66. On information and belief, Clear Channel has directly infringed and continues to
infringe, literally and/or under the doctrine of equivalents, one or more claims of the 942 Patent
under 35 U.S.C. § 271(a) by using Dropbox products and services in the United States and
abroad without authority. Included in these acts of infringement are situations where devices
associated with Clear Channel interact with Dropbox servers to perform file sync operations.

COUNT THREE

INFRINGEMENT OF U.S. PATENT NO. 10,289.607

67.  Plaintiff incorporates paragraphs 1 through 66 as though fully set forth herein.
68.  Plaintiff is the owner by assignment of U.S. Patent No. 10,289,607 (the “’607
Patent”), entitled “Architecture For Management of Digital Files Across Distributed Network”

issued on May 14, 2019. A copy of the *607 Patent is attached as Exhibit 4.
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69. The *607 Patent is generally directed to systems and methods for sharing
electronic files between multiple devices, wherein when a user modifies an electronic file on a
device, a copy of the modified electronic file is automatically transferred to other devices, and
wherein metadata associated with the modified electronic file is assigned a greater priority than
the copy of the modified electronic file, and the metadata is automatically transferred to the other
devices prior to the copy of the modified electronic file.

70. Plaintiff is the owner by assignment of all rights, title, and interest in and to
the 607 Patent, including the right to assert all causes of action arising under the 607 Patent and
the right to all remedies for the infringement of the 607 Patent.

71. For example, claim 1 of the 607 Patent states:

1. A system, comprising:

server system comprising one or more processors programmed with computer

program instructions that, when executed, cause the server system to:

receive, over a network, a copy of a first file from a first client device associated

with a user, wherein the copy of the first file is automatically received from
the first client device responsive to the user modifying a content of the first
file stored on the first client device, the copy of the first file being a version
of the first file that is generated from the user modifying the content of the
first file;

receive, from the first client device, first metadata associated with the version of

the first file that is generated from the user modifying the content of the first
file, the first metadata being assigned a first priority greater than a second

priority assigned to the copy of the first file;
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determine that the server system is not in communication with a second client
device associated with the user;

store the copy of the first file on the server system,;

automatically transfer the first metadata to the second client device based on the
first priority being greater than the second priority such that the first metadata
is transferred to the second client device prior to the copy of the first file being
transferred to the second client device; and

automatically transfer, over a network, the copy of the first file to the second client
device associated with the user to replace an older version of the first file
stored on the second client device, responsive to (i) resuming communication
with the second client device and (i1) receiving the copy of the first file from

the first client device.

DEFENDANT DROPBOX

72.  In addition to the description in paragraphs 54-60, the Dropbox products and
services include systems and methods for sharing electronic files between multiple devices,
wherein when a user modifies an electronic file on a device, a copy of the modified electronic
file is automatically transferred to other devices, and wherein metadata associated with the
modified electronic file is assigned a greater priority than the copy of the modified electronic
file, and the metadata is automatically transferred to the other devices prior to the copy of the
modified electronic file.

73.  Dropbox’s server system receives, over a network, from a client device, metadata
associated with the updated version of a file that is generated from the user modifying the
content of the file, the metadata being assigned a priority greater than a priority assigned to the

copy of the file.
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74. Dropbox tracks and stores multiple types of metadata associated with stored files:

How to view metadata for a file
in Dropbox

Metadata Is Informatlon you can see about a flle. It Includes Informatlon like the date
your flle was created and the slze of the flie.

To see metadata about your flle:

1. Slignin to drophbox.com.
2. Hover over the flle and cllck the checkbox.

3. The flle Information will be located In the detalls pane of the right sldebar. If the
metadata does not appear, click the arrow or Info bution In the right sidebar.

In the detalls pane, you'll see different types of Information depending on the type of
flle you're previewlng. All flles display the followlng metadata:

=  The loeatlon of the flle (Saved In)
«  When the flle was last modifled (Modifled)
= The slze of the flle In bytes (Slze)

«  The type of flle (Type)

File-specific metadata

Some types of flles display speciflc metadata In addltlon to the baslc metadata listed
above. For more Informatlon, refer to the lists of metadata by flle type below.
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Image flles: Microsoft Office flles:
+ Orlginal date « Tltle

« Focal length « Copyright Notlce
« Shutter speed « Revislon Number
« Aperture - Pages

« IS0 « Paragraphs

«  Metering " RO

= Flash » Characters

« White balance
« Camera make
« Camera model
« Lens model

« Dimenslons

« Dots perinch
« Color profile

«  Arflst

« Copyright

https://help.dropbox.com/files-folders/sort-preview/file-info (last visited December 16,

2021):
75.  As demonstrated by the Dropbox API, Dropbox tracks and stores additional types
of metadata for files, including metadata (e.g., client_modified) that is supplied by a client prior

to uploading a modified file:
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/get_metadata

VERSION

DESCRIPTION  Returns the metadata for a file or folder.
Mote: Metadata for the reoot folder is unsupported.

FileMetadata

name String The last component of the path (including extension). This never
contains a slash.

id String{min_length=1) A unique identifier for the file.

client modified Timestamp(format="%Y-%m-%adTa%H: %M %57") For files,
this is the modification time set by the desktop client when the file was added
to Dropbox. Since this time is not verified (the Dropbox server stores whatever
the desktop client sends up). this should only be used for display purposes
{such as sorting) and not, for example, to determine if a file has changed or
not.

server modified Timestamp(format="%Y-%m-%dT%H:%M:%57") The last
time the file was modified on Dropbox.

rev String(min_length=2. pattern="{0-%3-f]+") A unique identifier for the
current revision of a file. This field is the same rev as elsewhere in the APl and
can be used to detect changes and avoid conflicts.

size Ulnt64d The file sizein bytes.

path_lower Siring? The lowercased full path in the user's Dropbox. This
always starts with a slash. This field will be null if the file or folder is not
mounted. This field is optional.

path _display S5iring? The cased path to be used for display purpoeses only. In
rare instances the casing will not correctly match the user's filesystem, but this
behavior will match the path provided in the Core APl v1, and at least the last
path component will have the correct casing. Changes te only the casing of
paths won't be returned by list_folder/continue. This field will be null if the file
or folder is not mounted. This field is optional.

parent shared folder id [ﬂeprecated] Stringfpattern="{- 0-93-zA-Z.]+")7
Field is deprecated. Please use FileSharinginfo.parent_shared_folder_id or
Foldersharinginfo.parent_shared_folder_id instead. This field is optianal.

media info Mediainfo? Additional information if the file is a photo or video.
This field will not be set on entries returned by list_folder, list_folder/continue,
or get_thumbnail_batch, starting December 2, 2019, This field is optional.
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symlink_info Symiinkinfo? Setif this file is a symlink. This field is optional.
sharing info FileSharinginfo? Setif this file is contained in a shared folder.
This field is optional.

is _downloadable Boofean If true, file can be downloaded directly; else the
file must be exported. The default for this field is True.

export_info Exportinfe? Information about format this file can be exported
to. This filed must be set if is_downloadable is set to false. This field is optional.
property groups List of {PropertyGroup)? Additional information if the file
has custom properties with the property template specified. This field is
optional.

has explicit shared members Boolean? This flag will only be present if
include_has_explicit_shared_members is true in list_folder or get_metadata. If
this flag is present, it will be true if this file has any explicit shared members.

This is different from sharing_info in that this could be true in the case where a
file has explicit members but is not contained within a shared folder, This field

is optional.

content _hash Siringfmin_length=64 max_length=64)? A hash of the file
content. This field can be used to verify data integrity. For more information
see our Content hash page. This field is optional.

file lock info FifelockMetadata? If present, the metadata associated with
the file's current lock. This field is optional.

https://www.dropbox.com/developers/documentation/http/documentation#files-get metadata

(last visited December 16, 2021)
76.  Metadata associated with files is stored separately from the file contents, and with
a higher priority. When a file is modified on a client device, the client device will also upload
new metadata for the file. Dropbox’s notification system enforces a priority system where
changes to file metadata are propagated faster than, and downloaded by other client devices

before, changes to file content. Dropbox provides the following architecture:

our file infrastructure is comprised of the following
components:

Metadata servers

Certaln basic Informatlion about user data, called metadata, Is kept In Its own discrete storageservice and
acts as an Index for the data In users’ accounts. Metadata Includes baslc accountand user Information, like
emall address, name, and device names. Metadata also Includes baslcinformation about flles, Including flle
names and types, that helps support features llke verslonhistory, recovery, and sync.
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Metadata Databases

Flle metadata Is stored In a MySQL-backed database service, and Is sharded and replicated as needed to
meet performance and high avallabliity requirements.

Natification service

This Is a separate service dedicated to monltoring If changes have been made to Dropbox accounts. No flie
data or metadata Is stored or transferred here. Each cllent establishes a long poll connectlon to the
notification service and walts. When a change to any flle In Dropbox takes place, the notification service
slgnals a change to the relevant client(s) by closing the long poll connectlon. Closing the connectlon signals
that the cllent must connect to the Metadata Servers securely to synchronize any changes.

Previews Storage Servers Block Storage Servers Metadata Databases

[ ] Previews Storage Service ® = ® Block Storage Service === Metadata Storage Service
® " preview data stored in - o File datastored in encrypted blocks Information about your stored files (but not

encrypted chunks - files themselves)

SSLITLS

Previews Servers Block Servers Metadata Servers
Previews Processing Service Block Processing & Metadata Processing Service
Preview data processed Previews Delivery Service Information about files processed (such as file

into encrypted chunks File data processed into encrypted name & type)

blocks & previews delivered to users

Multiple Devices D D D

https://www.dropbox.com/business/trust/security/architecture (last visited December 16,

77.  Using the Dropbox API, metadata for a modified file will be uploaded with a

higher priority from the sending client device to Dropbox’s servers before the file contents,

either using a single file upload call or sequential upload calls for larger files. The higher-

priority metadata may be passed in an HTTP request header while the lower-priority file content

may follow in the HTTP request body:

Content-upload endpoints
These endpoints accept file content in the request body, so their arguments are instead
passed as JSON in the Dropbox-API-Arg request header or arg URL parameter. These

endpoints are on the content.dropboxapi.com domain.
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https://www.dropbox.com/developers/documentation/http/documentation (last visited

December 16, 2021)

78. When a client device comes online in contact with Dropbox’s servers, changed
files will be automatically transferred to the device. This automatic transfer is responsive to
determining that the client device is online and receiving the copy of the modified file from the

source device:

Does Dropbox update and sync files automatically?

The Drapbox desktop app will updateand sync files automatically any time you're connected
to the internet. This makes sure you always have the latest version of your file across all
linked devices. However, you can set specific files to not sync when you're online. By turning
on selective sync, you can choose which files will update and sync automatically whenever
an internet connection is detected.

https://www.dropbox.com/features/sync/work-remotely-offline (last visited December 16,

2021)

79. Upon information and belief, Dropbox has infringed and continues to infringe,
literally or under the doctrine of equivalents, one or more claims of the 607 Patent by
developing, distributing, operating, using, selling, and/or offering to sell Dropbox products and
services in the United States without authority.

80. On information and belief, Dropbox is liable for infringement, literally and/or
under the doctrine of equivalents, of one or more claims of the ’607 Patent under 35 U.S.C. §
271(b) based on its active marketing and promotion of its Dropbox products and services in the
united States to its customers and prospective customers. On information and belief Dropbox
has, and will continue to, intentionally encourage acts of direct infringement with knowledge of
the *607 Patent and knowledge that its acts are encouraging infringement.

81. On information and belief, Dropbox is liable for infringement, literally and/or

under the doctrine of equivalents, of one or more claims of the ’607 Patent under 35 U.S.C. §
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271(c), because Dropbox has had, and continues to have, knowledge that its Dropbox products
are especially developed or adapted for a use that infringes the 607 Patent and constitute a
material part of the claimed systems and methods. Dropbox has had, and continues to have,
knowledge that there are no substantial noninfringing uses for these Products. Dropbox has
infringed and continues to infringe the 607 Patent directly or indirectly in violation of 35 U.S.C.

§ 271(c).

DEFENDANT SAILPOINT

82. SailPoint makes and sells valued added integration services and products for
Dropbox’s online document storage and synchronization products and services, including those
products and services that infringe Plaintiff’s patents identified above, through Dropbox’s online
platforms and mobile applications to customers, which practice each and every limitation of one
or more claims of the *607 patent.

83.  More specifically, SailPoint’s Identity Governance Platform provides identity
governance solutions that are integrated with Dropbox products and services, enabling users of
Dropbox products and services to, among other things, control user access, identify sensitive

data, and monitor for malicious behavior.

. . Examples
How does SailPoint

integ rate With D ro pbox? Data discovery and classification »

SailPoint collects and analyzes the data and file

permissions in Dropbox to identify sensitive data and

determine who has access to it. We can also alert you Permission analysis v
about inappropriate access to help you maintain security.

Access monitoring and alerting ’
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Identity for Dropbox

Could some of your files

in Dropbox be a :’: DrOpbOX

. . o

compliance risk? —

SailPoint’'s integration with Dropbox helps you identify

sensitive information, manage data ownership and alert you £ How identity governance helps >
. ensure GDPR compliance

to any suspicious access activity. As more people

collaborate and share information in the cloud, protecting
access to your Dropbox files has never been more

Governing unstructured data

important and data access

Find and address your compliance gaps
Ensure consistent governance across all data types E® Watch our Dropbox integration

i demo
Be alerted if inappropriate access is detected

Minimize exposure to data leakage

Data discovery and classification

Identify where sensitive
data resides in Dropbox B @

=Y

Classify and analyze
data based on content

and behavior

m
ﬁ

https://www.sailpoint.com/integrations/dropbox/ (last visited December 16, 2021)
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SailPoint is the leading provider of enterprise identity
governance solutions. SailPoint’s open identity platform
enables organizations to manage the entire identity lifecycle
of users accessing Dropbox Business, more efficiently control
user access, securely prepare your data for migration to
Dropbox Business, identify sensitive data, and monitor for
malicious behavior.

e Oversee and streamline who accesses Dropbox
Business. SailPoint identity governance solutions allow you
to manage and govern users, groups, and entitlements for
DropBox and automate the requesting and provisioning of
user access. Improve security and audit performance by
instantly reviewing and remediating access.

* Monitor inappropriate access. Centralize your visibility to users and their access
across Dropbox and other cloud and on-premises applications. Admins can easily
audit and ensure access is within corporate policy.

» Gain greater data visibility. Identify and classify data prior to migration to gain
clear visibility across your data assets and optimize what data should be moved
to Dropbox.

e Clean up permissions. Collect and analyze permissions to files for deeper insight
into who has access and remediate inappropriate access issues to mitigate
security risk to your content.

« Establish data ownership. Empower data owners who have the most intelligence
about the data to take on a key role in managing access and ensure the right
users have access to the right data.

e Support hybrid environments. Whether your data resides within your datacenter or
in Dropbox Business, govern it with a centralized set of controls and policies.

https://www.dropbox.com/app-integrations/sailpoint (last visited December 16, 2021)

84. On information and belief, SailPoint, in order to develop, support, and provide its

identity governance solutions, has directly infringed and continues to infringe, literally and/or
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under the doctrine of equivalents, one or more claims of the 607 Patent under 35 U.S.C. §
271(a) by using Dropbox products and services in the United States and abroad without
authority. Included in these acts of infringement are situations where devices associated with

SailPoint interact with Dropbox servers to perform file sync operations.

DEFENDANT CLEAR CHANNEL

85.  Clear Channel uses Dropbox’s online document storage and synchronization
products and services, including those products and services that infringe Plaintiff’s patents
identified above, through Dropbox’s online platforms and mobile applications to customers,
which practice each and every limitation of one or more claims of the 607 patent.

86. On its website, Dropbox identifies Clear Channel as a user of Dropbox Business.

Businesses across the world of media trust
Dropbox

e sidlee dentsu

r"
il MARDHAL
Clear Chonnel GEQGRAPHIC

https://www.dropbox.com/business/solutions/media (last visited December 16, 2021)

87. In 2017, Clear Channel along with Dropbox released a study disclosing Clear
Channel’s purchase of Dropbox Business licenses for its employees and summarizing the
commercial benefits from the use of Dropbox Business. A copy of Clear Channel’s study is

attached as Exhibit 2.
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Clear Channel C
Outdoor i

In January 2017, Clear Channel purchased 1,200 enterprise Dropbox
licenses to provide an enhanced security and collaboration
experience for end users. Through three business cases, this study
outlines the total return on investment achieved by Clear Channel as a
result of its deployment. The study’s findings are summarized below.

e total financlal benerit @ return on Investment

https://www.insightsforprofessionals.com/management/leadership/dropbox-businss-and-

clear-channel-outdoor/download (last visited December 16, 2021)

88. On information and belief, Clear Channel has directly infringed and continues to
infringe, literally and/or under the doctrine of equivalents, one or more claims of the 607 Patent
under 35 U.S.C. § 271(a) by using Dropbox products and services in the United States and
abroad without authority. Included in these acts of infringement are situations where devices
associated with Clear Channel interact with Dropbox servers to perform file sync operations.

COUNT FOUR

INFRINGEMENT OF U.S. PATENT NO. 10,642,787

89.  Plaintiff incorporates paragraphs 1 through 88 as though fully set forth herein.
90.  Plaintiff is the owner by assignment of U.S. Patent No. 10,642,787 (the “*787
Patent”), entitled “Pre-file-transfer update based on prioritized metadata” issued on May 5, 2020.

A copy of the 787 Patent is attached as Exhibit 5.
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91. The *787 Patent is generally directed to systems and methods for sharing
electronic files between multiple devices, wherein when a user modifies an electronic file on a
device, metadata associated with the modified electronic file is automatically transferred to other
devices with higher priority before a copy of the modified electronic file is transferred to the
other devices, which causes a user interface of the other devices to indicate the updated version
of the modified electronic file.

92. Plaintiff is the owner by assignment of all rights, title, and interest in and to
the *787 Patent, including the right to assert all causes of action arising under the *787 Patent and
the right to all remedies for the infringement of the *787 Patent.

93. For example, claim 1 of the *787 Patent states:

1. A system comprising:

a server system comprising one or more processors programmed with computer
program instructions that, when executed, cause the server system to:

receive, over a network, a copy of a first file from a first client device associated
with a user, wherein the copy of the first file is automatically received from
the first client device responsive to the user modifying a content of the first
file stored on the first client device, the copy of the first file being an updated
version of the first file that is generated from the user modifying the content
of the first file;

receive, over a network, from the first client device, first metadata associated with
the updated version of the first file that is generated from the user modifying
the content of the first file, the first metadata being assigned a first priority

greater than a second priority assigned to the copy of the first file; and
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automatically transfer, based on the first priority being greater than the second
priority, the first metadata over a network to a second client device associated
with the user such that the first metadata is transferred to the second client
device before the copy of the first file is transferred to the second client
device,

wherein, before the copy of the first file is transferred to the second client device:
(1) the transfer of the first metadata to the second client device causes a file
representation of the first file presented on a user interface of the second client
device to be updated based on the first metadata, and
(1) instead of the updated file representation of the first file representing a
version of the first file currently stored on the second client device, the
updated file representation represents the updated version of the first file that
is currently stored on the first client device and not currently stored on the
second client device, and

wherein at least one of the server system or the first client device comprises a
priority assignment configuration to assign greater priority to metadata
associated with files than priority assigned to the files such that at least one
of the server system or the first client device assigns the first priority to the
first metadata and the second priority to the copy of the first file based on the

priority assignment configuration.

DEFENDANT DROPBOX

94.  In addition to the description in paragraphs 73-82, Dropbox’s server system
comprises one or more processors running Dropbox server software, and Dropbox’s file sharing

software running on a first client device and a second client device configure the first client
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device and the second client device to sync with each other. When a user modifies a content of a
first file stored on the first client device, Dropbox’s server system receives metadata, with higher
priority, about the modified first file from the first client device, and automatically transfers the
metadata to the second client device before a copy of the modified first file, with lower priority,
is transferred to the second client device.

95. Based on the higher-priority metadata transferred from the Dropbox server system
to the second client device, a file representation of the first file presented on a Dropbox user
interface of the second client device is updated, before the copy of the modified first file is
transferred to the second client device. The updated file representation represents the updated
version of the first file that is currently stored on the first client device and not currently stored
on the second client device.

96. Based on the metadata downloaded to the second client device in association with
the modified first file, and prior to receiving the modified first file, a Dropbox user interface of
the second client device displays a graphical annotation, indicating that the updated version of
the first file is available for download. Dropbox provides the following sync icons and symbols

in the Dropbox folder and in the taskbar (Windows) or menu bar (Mac):

The sync icons in the Dropbox folder

Below are the sync icons that appear on files and folders in your Dropbox folder in
File Explorer (Windows) or Finder (Mac).

Synced and local

A solid green circle with a white checkmark means your file or
folder is fully synced and local. "Synced” means that any changes
you made to this file or folder are reflected everywhere you
access your files in Dropbox. “Local™ means that your file or folder
is available when you're not conhected to internet.
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Sync in progress

A solid blue circle with two white arrows going in a circle means
that your file or folder is in the process of updating. If you chose to
add it to your hard drive with the selective sync feature, this icon
could mean that it's still in the process of syncing to your hard
drive. If you use the Smart Sync feature, this icon could mean that
your file is in the process of changing its sync status between
online-only and local.

The sync icons in the taskbar or menu bar

Below are the different Dropbox icons in your taskbar (Windows) or menu bar (Mac),
which is visible when the Drophox desktop app is open on your computer, The icon
color may vary, depending on your operating system.

Fully synced
zz A solid black Dropbox icon with no other icon means the Dropbox files

L d and folders on your computer are fully up to date. Any changes you
made are reflected everywhere you use Dropbox.

:;» Sync in progress

i@ A solid black circle with two white arrows going in a circle means that
the Dropbox files and folders on your computer are in the process of
updating. Any changes you made are updating everywhere you access
your files in Drophox.

https://help.dropbox.com/installs-integrations/sync-uploads/sync-icons (last visited

December 16, 2021).
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You'll notice that there are icons on top of all the files and folders within your Dropbox.

W A green icon means that your file is sync'd with Dropbox

@ A blue icon means that your file is currently being transferred to Dropbox

U A red icon means that your file couldn’t be transferred.

The same applies to the Dropbox tray/menu bar icon.
% Agreen icon means that all your files in Dropbox are up to date
"% Ablue icon means that your Dropbox is currently transferring files

"% Ared icon means that Dropbox is unable to sync files

https://www.totalestimating.com/Dropbox_guide.pdf (last visited October 13, 2021)

97. The updated file representation indicates that the updated version of the first file
from the first client device is available for download from the Dropbox’s server system to the
second client device.

98. As described in paragraphs 77-79, Dropbox’s server system has a configuration to
assign greater priority to metadata than priority assigned to the files. Dropbox’s notification
system enforces a priority system where changes to file metadata are propagated faster than, and
downloaded by other client devices before, changes to file content.

99. Upon information and belief, Dropbox has infringed and continues to infringe,
literally or under the doctrine of equivalents, one or more claims of the *787 Patent by
developing, distributing, operating, using, selling, and/or offering to sell Dropbox products and
services in the United States without authority.

100.  On information and belief, Dropbox is liable for infringement, literally and/or

under the doctrine of equivalents, of one or more claims of the 787 Patent under 35 U.S.C. §
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271(b) based on its active marketing and promotion of its Dropbox products and services in the
United States to its customers and prospective customers. On information and belief Dropbox
has, and will continue to, intentionally encourage acts of direct infringement with knowledge of
the *787 Patent and knowledge that its acts are encouraging infringement.

101.  On information and belief, Dropbox is liable for infringement, literally and/or
under the doctrine of equivalents, of one or more claims of the 787 Patent under 35 U.S.C. §
271(c), because Dropbox has had, and continues to have, knowledge that its Dropbox products
are especially developed or adapted for a use that infringes the *787 Patent and constitute a
material part of the claimed systems and methods. Dropbox has had, and continues to have,
knowledge that there are no substantial noninfringing uses for these Products. Dropbox has
infringed and continues to infringe the *787 Patent directly or indirectly in violation of 35 U.S.C.

§ 271(c).

DEFENDANT SAILPOINT

102.  SailPoint makes and sells valued added integration services and products for
Dropbox’s online document storage and synchronization products and services, including those
products and services that infringe Plaintiff’s patents identified above, through Dropbox’s online
platforms and mobile applications to customers, which practice each and every limitation of one
or more claims of the 787 patent.

103.  More specifically, SailPoint’s Identity Governance Platform provides identity
governance solutions that are integrated with Dropbox products and services, enabling users of

Dropbox products and services to, among other things, control user access, identify sensitive
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data, and monitor for malicious behavior.

. . Examples
How does SailPoint

integ rate With D ro p box? Data discovery and classification

SailPoint collects and analyzes the data and file
permissions in Dropbox to identify sensitive data and
determine who has access to it. We can also alert you
about inappropriate access 1o help you maintain security.

»

Permission analysis

Access monitoring and alerting ’
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Identity for Dropbox

Could some of your files

in Dropbox be a :’: DrOpbOX

. . o

compliance risk? —

SailPoint’'s integration with Dropbox helps you identify

sensitive information, manage data ownership and alert you £ How identity governance helps >
. ensure GDPR compliance

to any suspicious access activity. As more people

collaborate and share information in the cloud, protecting
access to your Dropbox files has never been more

Governing unstructured data

important and data access

Find and address your compliance gaps
Ensure consistent governance across all data types E® Watch our Dropbox integration

i demo
Be alerted if inappropriate access is detected

Minimize exposure to data leakage

Data discovery and classification

Identify where sensitive
data resides in Dropbox B @

=Y

Classify and analyze
data based on content

and behavior

m
ﬁ

https://www.sailpoint.com/integrations/dropbox/ (last visited December 16, 2021)
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SailPoint is the leading provider of enterprise identity
governance solutions. SailPoint’s open identity platform
enables organizations to manage the entire identity lifecycle
of users accessing Dropbox Business, more efficiently control
user access, securely prepare your data for migration to
Dropbox Business, identify sensitive data, and monitor for
malicious behavior.

e Oversee and streamline who accesses Dropbox
Business. SailPoint identity governance solutions allow you
to manage and govern users, groups, and entitlements for
DropBox and automate the requesting and provisioning of
user access. Improve security and audit performance by
instantly reviewing and remediating access.

* Monitor inappropriate access. Centralize your visibility to users and their access
across Dropbox and other cloud and on-premises applications. Admins can easily
audit and ensure access is within corporate policy.

» Gain greater data visibility. Identify and classify data prior to migration to gain
clear visibility across your data assets and optimize what data should be moved
to Dropbox.

e Clean up permissions. Collect and analyze permissions to files for deeper insight
into who has access and remediate inappropriate access issues to mitigate
security risk to your content.

« Establish data ownership. Empower data owners who have the most intelligence
about the data to take on a key role in managing access and ensure the right
users have access to the right data.

e Support hybrid environments. Whether your data resides within your datacenter or
in Dropbox Business, govern it with a centralized set of controls and policies.

https://www.dropbox.com/app-integrations/sailpoint (last visited December 16, 2021)

104. On information and belief, SailPoint, in order to develop, support, and provide its

identity governance solutions, has directly infringed and continues to infringe, literally and/or
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under the doctrine of equivalents, one or more claims of the 787 Patent under 35 U.S.C. §
271(a) by using Dropbox products and services in the United States and abroad without
authority. Included in these acts of infringement are situations where devices associated with

SailPoint interact with Dropbox servers to perform file sync operations.

DEFENDANT CLEAR CHANNEL

105.  Clear Channel uses Dropbox’s online document storage and synchronization
products and services, including those products and services that infringe Plaintiff’s patents
identified above, through Dropbox’s online platforms and mobile applications to customers,
which practice each and every limitation of one or more claims of the 787 Patent.

106.  On its website, Dropbox identifies Clear Channel as a user of Dropbox Business.

Businesses across the world of media trust
Dropbox

e sidlee dentsu

r"
il MARDHAL
Clear Chonnel GEQGRAPHIC

https://www.dropbox.com/business/solutions/media (last visited December 16, 2021)

107. In 2017, Clear Channel along with Dropbox released a study disclosing Clear
Channel’s purchase of Dropbox Business licenses for its employees and summarizing the
commercial benefits from the use of Dropbox Business. A copy of Clear Channel’s study is

attached as Exhibit 2.
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Clear Channel C
Outdoor i

In January 2017, Clear Channel purchased 1,200 enterprise Dropbox
licenses to provide an enhanced security and collaboration
experience for end users. Through three business cases, this study
outlines the total return on investment achieved by Clear Channel as a
result of its deployment. The study’s findings are summarized below.

e total financlal benerit @ return on Investment

https://www.insightsforprofessionals.com/management/leadership/dropbox-businss-and-

clear-channel-outdoor/download (last visited December 16, 2021)

108.  On information and belief, Clear Channel has directly infringed and continues to
infringe, literally and/or under the doctrine of equivalents, one or more claims of the *787 Patent
under 35 U.S.C. § 271(a) by using Dropbox products and services in the United States and
abroad without authority. Included in these acts of infringement are situations where devices
associated with Clear Channel interact with Dropbox servers to perform file sync operations.

COUNT FIVE

INFRINGEMENT OF U.S. PATENT NO. 10,754.823

109.  Plaintiff incorporates paragraphs 1 through 108 as though fully set forth herein.
110.  Plaintiff is the owner, by assignment of U.S. Patent No. 10,754,823 (the “’823
Patent”), entitled “Pre-file-transfer availability indication based on prioritized metadata” issued

on August 25, 2020. A copy of the *823 Patent is attached as Exhibit 6.

59



Case 6:22-cv-01318-ADA Document 1 Filed 12/29/21 Page 60 of 170

111.  The ’823 Patent is generally directed to systems and methods for sharing
electronic files between multiple devices, wherein when a user modifies an electronic file on a
device, metadata associated with the modified electronic file is automatically transferred to other
devices with higher priority, which causes a graphical availability indication of the updated
version of the modified electronic file to be presented on the other devices, and subsequently the
copy of the modified electronic file is transferred to the other devices.

112.  Plaintiff is the owner by assignment of all rights, title, and interest in and to
the 823 Patent, including the right to assert all causes of action arising under the *823 Patent and
the right to all remedies for the infringement of the *823 Patent.

113.  For example, claim 1 of the *823 Patent states:

1. A system comprising:

a server system comprising one or more processors programmed with computer
program instructions that, when executed, cause the server system to:

receive, over a network, a copy of a first file from a first client device associated
with a user, wherein the copy of the first file is automatically received from
the first client device responsive to the user modifying a content of the first
file stored on the first client device, the copy of the first file being an updated
version of the first file that is generated from the user modifying the content
of the first file;

receive, over a network, from the first client device, first metadata associated with
the updated version of the first file that is generated from the user modifying
the content of the first file, the first metadata being assigned a first priority

greater than a second priority assigned to the copy of the first file;
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automatically transfer, based on the first priority being greater than the second
priority, the first metadata over a network to a second client device associated
with the user such that the first metadata is transferred to the second client
device before the copy of the first file is transferred to the second client
device,

wherein, before the copy of the first file is transferred to the second client device:
(1) the transfer of the first metadata to the second client device causes a
graphical availability indication of the updated version of the first file to be
presented at the second client device based on the first metadata, and
(i1) the graphical availability indication is presented proximate a file icon
representing the first file on a user interface of the second client device, and

wherein the graphical availability indication indicates that the updated version of
the first file generated from the user modifying the content of the first file is
available to be downloaded from the server system to the second client device;
and

subsequent to the transfer of the first metadata to the second client device, transfer
the copy of the first file to the second client device,

wherein at least one of the server system or the first client device comprises a
priority assignment configuration to assign greater priority to metadata
associated with files than priority assigned to the files such that at least one
of the server system or the first client device assigns the first priority to the
first metadata and the second priority to the copy of the first file based on the

priority assignment configuration.
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DEFENDANT DROPBOX

114.  In addition to the description in paragraphs 95-102, Dropbox’s server system
includes one or more processors running Dropbox server software and Dropbox’s file sharing
software running on a first client device and a second client device configure the first client
device and the second client device to sync with each other. When a user modifies a content of a
first file stored on the first client device, Dropbox’s server system receives metadata, with higher
priority, about the modified first file from the first client device, and automatically transfers the
metadata to the second client device before a copy of the modified first file, with lower priority,
is transferred to the second client device.

115. Based on the higher-priority metadata transferred from the Dropbox server system
to the second client device, a graphical availability indication of the updated version of the first
file is presented proximate a file icon representing the first file on a Dropbox user interface of the
second client device, before the copy of the modified first file is transferred to the second client
device. The graphical availability indication represents that the updated version of the first file is
available to be downloaded from the Dropbox server system to the second client device.

116. Based on the metadata downloaded from Dropbox’s servers to the second client
device, and prior to receiving the modified file, graphical availability indications are presented
next to file icons on Dropbox user interface of the second client device to notify the status of

syncing:
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Understanding Dropbox syncing icons

We add status icons next to your files and folders so you know

they’ll be accessible on your other devices. Here's what each icon

means:
Work expenses o
« Green tick: all of your files have been saved on our website EE“D" e S
and are accessible from any device. M Gym-dues-nov.fpdf @
= Blue arrows: your files are in the process of being saved to + iPhone.rtf @
our website and your other devices. The speed of your Macbook.pdf o

Internet connection, the size of the files and the number of
files all affect how long this takes.

¢ Red X: something isn't working properly and your files aren’t
being synced. Give it a bit of time and check the status later.
In most cases, the problem will fix itself but, if it persists,
please contact our customer support team.

https://www.dropbox.com/en_GB/Ip/pro/pro_onboarding_desktop app (last visited

December 16, 2021)

117. Subsequent to the metadata transfer, Dropbox’s server system transfers the
modified file to the linked device. Once the transfer is completed, the blue icon with two white
arrows going in a circle indicating sync in progress is changed to a green icon with a white

checkmark indicating that the file has been updated.

Step 2 The blue icon means your file is syncing
with Dropbox. You can check your progress by
clicking on the Dropbox tray/menu bar icon.

Step 3 Agreen icon means that your file has
finished syncing and is now available from your
other computers and the web,

https://www.totalestimating.com/Dropbox_guide.pdf (last visited December 16, 2021)
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118.  Upon information and belief, Dropbox has infringed and continues to infringe,
literally or under the doctrine of equivalents, one or more claims of the 823 Patent by
developing, distributing, operating, using, selling, and/or offering to sell Dropbox products and
services in the United States without authority.

119.  On information and belief, Dropbox is liable for infringement, literally and/or
under the doctrine of equivalents, of one or more claims of the 823 Patent under 35 U.S.C. §
271(b) based on its active marketing and promotion of its Dropbox products and services in the
United States to its customers and prospective customers. On information and belief Dropbox
has, and will continue to, intentionally encourage acts of direct infringement with knowledge of
the 823 Patent and knowledge that its acts are encouraging infringement.

120.  On information and belief, Dropbox is liable for infringement, literally and/or
under the doctrine of equivalents, of one or more claims of the 823 Patent under 35 U.S.C. §
271(c), because Dropbox has had, and continues to have, knowledge that its Dropbox products
are especially developed or adapted for a use that infringes the 823 Patent and constitute a
material part of the claimed systems and methods. Dropbox has had, and continues to have,
knowledge that there are no substantial noninfringing uses for these Products. Dropbox has
infringed and continues to infringe the 823 Patent directly or indirectly in violation of 35 U.S.C.

§ 271(c).

DEFENDANT SAILPOINT

121.  SailPoint makes and sells valued added integration services and products for
Dropbox’s online document storage and synchronization products and services, including those
products and services that infringe Plaintiff’s patents identified above, through Dropbox’s online
platforms and mobile applications to customers, which practice each and every limitation of one

or more claims of the 823 patent.
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122.  More specifically, SailPoint’s Identity Governance Platform provides identity
governance solutions that are integrated with Dropbox products and services, enabling users of
Dropbox products and services to, among other things, control user access, identify sensitive

data, and monitor for malicious behavior.

. . Examples
How does SailPoint

i nteg rate With D ro p box? Data discovery and classification »

SailPoint collects and analyzes the data and file
permissions in Dropbox to identify sensitive data and
determine who has access to it. We can also alert you
about inappropriate access 10 help you maintain security.

Permission analysis

Access monitoring and alerting »
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Identity for Dropbox

Could some of your files

in Dropbox be a :’: DrOpbOX

. . o

compliance risk? —

SailPoint’'s integration with Dropbox helps you identify

sensitive information, manage data ownership and alert you £ How identity governance helps >
. ensure GDPR compliance

to any suspicious access activity. As more people

collaborate and share information in the cloud, protecting
access to your Dropbox files has never been more

Governing unstructured data

important and data access

Find and address your compliance gaps
Ensure consistent governance across all data types E® Watch our Dropbox integration

i demo
Be alerted if inappropriate access is detected

Minimize exposure to data leakage

Data discovery and classification

Identify where sensitive
data resides in Dropbox B @

=Y

Classify and analyze
data based on content

and behavior

m
ﬁ

https://www.sailpoint.com/integrations/dropbox/ (last visited December 16, 2021)
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SailPoint is the leading provider of enterprise identity
governance solutions. SailPoint’s open identity platform
enables organizations to manage the entire identity lifecycle
of users accessing Dropbox Business, more efficiently control
user access, securely prepare your data for migration to
Dropbox Business, identify sensitive data, and monitor for
malicious behavior.

e Oversee and streamline who accesses Dropbox
Business. SailPoint identity governance solutions allow you
to manage and govern users, groups, and entitlements for
DropBox and automate the requesting and provisioning of
user access. Improve security and audit performance by
instantly reviewing and remediating access.

* Monitor inappropriate access. Centralize your visibility to users and their access
across Dropbox and other cloud and on-premises applications. Admins can easily
audit and ensure access is within corporate policy.

» Gain greater data visibility. Identify and classify data prior to migration to gain
clear visibility across your data assets and optimize what data should be moved
to Dropbox.

e Clean up permissions. Collect and analyze permissions to files for deeper insight
into who has access and remediate inappropriate access issues to mitigate
security risk to your content.

« Establish data ownership. Empower data owners who have the most intelligence
about the data to take on a key role in managing access and ensure the right
users have access to the right data.

¢ Support hybrid environments. Whether your data resides within your datacenter or
in Dropbox Business, govern it with a centralized set of controls and policies.

https://www.dropbox.com/app-integrations/sailpoint (last visited December 16, 2021)

123.  On information and belief, SailPoint, in order to develop, support, and provide its

identity governance solutions, has directly infringed and continues to infringe, literally and/or
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under the doctrine of equivalents, one or more claims of the 823 Patent under 35 U.S.C. §
271(a) by using Dropbox products and services in the United States and abroad without
authority. Included in these acts of infringement are situations where devices associated with

SailPoint interact with Dropbox servers to perform file sync operations.

DEFENDANT CLEAR CHANNEL

124.  Clear Channel uses Dropbox’s online document storage and synchronization
products and services, including those products and services that infringe Plaintiff’s patents
identified above, through Dropbox’s online platforms and mobile applications to customers,
which practice each and every limitation of one or more claims of the 823 patent.

125.  On its website, Dropbox identifies Clear Channel as a user of Dropbox Business.

Businesses across the world of media trust
Dropbox

e sidlee dentsu

r"
il MARDHAL
Clear Chonnel GEQGRAPHIC

https://www.dropbox.com/business/solutions/media (last visited December 16, 2021)

126. In 2017, Clear Channel along with Dropbox released a study disclosing Clear
Channel’s purchase of Dropbox Business licenses for its employees and summarizing the
commercial benefits from the use of Dropbox Business. A copy of Clear Channel’s study is

attached as Exhibit 2.
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Clear Channel C
Outdoor i

In January 2017, Clear Channel purchased 1,200 enterprise Dropbox
licenses to provide an enhanced security and collaboration
experience for end users. Through three business cases, this study
outlines the total return on investment achieved by Clear Channel as a
result of its deployment. The study’s findings are summarized below.

e total financlal benerit @ return on Investment

https://www.insightsforprofessionals.com/management/leadership/dropbox-businss-and-

clear-channel-outdoor/download (last visited December 16, 2021)

127.  On information and belief, Clear Channel has directly infringed and continues to
infringe, literally and/or under the doctrine of equivalents, one or more claims of the *823 Patent
under 35 U.S.C. § 271(a) by using Dropbox products and services in the United States and
abroad without authority. Included in these acts of infringement are situations where devices
associated with Clear Channel interact with Dropbox servers to perform file sync operations.

COUNT SIX

INFRINGEMENT OF U.S. PATENT NO. 11,003.622

128.  Plaintiff incorporates paragraphs 1 through 127 as though fully set forth herein.
129.  Plaintiff is the owner by assignment of U.S. Patent No. 11,003,622 (the “’622
Patent”), entitled “Architecture For Management of Digital Files Across Distributed Network”

issued on May 11, 2021. A copy of the *622 Patent is attached as Exhibit 7.
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130. The ’622 Patent is generally directed to systems and methods for sharing
electronic files between multiple devices, wherein when a user modifies an electronic file on a
device, metadata associated with the modified electronic file is first automatically transferred to
other devices with higher priority and a copy of the modified file is automatically transferred to
the other devices to replace an older version of the electronic file stored on the other devices.

131. Plaintiff is the owner by assignment of all rights, title, and interest in and to
the 622 Patent, including the right to assert all causes of action arising under the *622 Patent and
the right to all remedies for the infringement of the *622 Patent.

132.  For example, claim 1 of the 622 Patent states:

1. A system comprising:

a server system comprising one or more processors programmed with computer
program instructions that, when executed, cause the server system to:

receive, over a network, a copy of a first file from a first client device associated
with a user, wherein the copy of the first file is automatically received from
the first client device responsive to the user modifying a content of the first
file stored on the first client device, the copy of the first file being a version
of the first file that is generated from the user modifying the content of the
first file;

store the copy of the first file on the server system,;

receive, from the first client device, first metadata associated with the version of
the first file that is generated from the user modifying the content of the first
file, the first metadata being assigned a first priority greater than a second

priority assigned to the copy of the first file;
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automatically transfer, based on the first priority being greater than the second
priority, the first metadata to the second client device such that the first
metadata is transferred to the second client device prior to the copy of the first
file being transferred to the second client device; and

automatically transfer, over a network, the copy of the first file to the second client
device associated with the user to replace an older version of the first file
stored on the second client device, responsive to receiving the copy of the first

file from the first client device.

DEFENDANT DROPBOX

133.  In addition to the description in paragraphs 115-121, Dropbox’s server system
comprises one or more processors running Dropbox server software and Dropbox’s file sharing
software running on a first client device and a second client device configure the first client
device and the second client device to sync with each other. When a user modifies a content of a
first file stored on the first client device, Dropbox’s server system receives metadata, with higher
priority, about the modified first file from the first client device, and automatically transfers the
metadata to the second client device before a copy of the modified first file, with lower priority,
is transferred to the second client device. Subsequently, Dropbox’s server system automatically
transfers the copy of the modified first file to the second client device to replace an older version
of the first file stored on the second client device.

134.  Dropbox’s servers automatically update and sync modified files across linked

devices, responsive to receiving the copy of the modified file from any one of the linked devices:
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Does Dropbox update and sync files automatically?

The Dropbox desktop app will updateand sync files automatically any time you're connected to

the internet. This makes sure you always have the latest version of your file across all linked
devices. However, you can set specific files to not sync when you're online. By turning on
selective sync, you can choose which Tiles will update and sync automatically whenever an
internet connection is detected.

https://www.dropbox.com/features/sync/work-remotely-offline (last visited December 16, 2021)

135. Dropbox’s file sync feature automatically transfers the updated version of the file,
received from the first client device, to the second client device to replace an older version of the
file stored on the second client device. Thus, any changes to a file made in the first client device
is automatically transferred to the second client device to replace the previous version of that file

in the second client device. The synced file is saved on the hard drive of the second client device:

Can | use Dropbox syncing to move my files to a
hew computer?

After you follow the steps above to get started, your files are synced to Dropbox, so
you don't need to move or transfer them manually between computers or devices
anymore. You can access them from any device through dropbox.com or the
Dropbox desktop and mobile apps.

If you'd like your files saved on a computer's hard drive (or multiple computers' hard
drives), as well as to your Drophbox account onling, you can choose to do so when
you download the Dropbox desktop app. When prompted, choose “local” instead of
“online-only”. You can also change a computer’'s Smart Sync settings to “local” in
your desktop app preferences at any time.

https://help.dropbox.com/installs-integrations/sync-uploads/sync-overview (last visited

December 16, 2021)

136.  Upon information and belief, Dropbox has infringed and continues to infringe,
literally or under the doctrine of equivalents, one or more claims of the 622 Patent by
developing, distributing, operating, using, selling, and/or offering to sell Dropbox products and

services in the United States without authority.
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137.  On information and belief, Dropbox is liable for infringement, literally and/or
under the doctrine of equivalents, of one or more claims of the 622 Patent under 35 U.S.C. §
271(b) based on its active marketing and promotion of its Dropbox products and services in the
United States to its customers and prospective customers. On information and belief Dropbox
has, and will continue to, intentionally encourage acts of direct infringement with knowledge of
the 622 Patent and knowledge that its acts are encouraging infringement.

138.  On information and belief, Dropbox is liable for infringement, literally and/or
under the doctrine of equivalents, of one or more claims of the 622 Patent under 35 U.S.C. §
271(c), because Dropbox has had, and continues to have, knowledge that its Dropbox products
are especially developed or adapted for a use that infringes the 622 Patent and constitute a
material part of the claimed systems and methods. Dropbox has had, and continues to have,
knowledge that there are no substantial noninfringing uses for these Products. Dropbox has
infringed and continues to infringe the 622 Patent directly or indirectly in violation of 35 U.S.C.

§ 271(c).

DEFENDANT SAILPOINT

139.  SailPoint makes and sells valued added integration services and products for
Dropbox’s online document storage and synchronization products and services, including those
products and services that infringe Plaintiff’s patents identified above, through Dropbox’s online
platforms and mobile applications to customers, which practice each and every limitation of one
or more claims of the 622 patent.

140.  More specifically, SailPoint’s Identity Governance Platform provides identity
governance solutions that are integrated with Dropbox products and services, enabling users of
Dropbox products and services to, among other things, control user access, identify sensitive

data, and monitor for malicious behavior.
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. . Examples
How does SailPoint

integ rate With D ro p box? Data discovery and classification

SailPoint collects and analyzes the data and file
permissions in Dropbox to identify sensitive data and
determine who has access to it. We can also alert you
about inappropriate access 1o help you maintain security.

Permission analysis

Access monitoring and alerting
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Identity for Dropbox

Could some of your files

in Dropbox be a :’: DrOpbOX

. . o

compliance risk? —

SailPoint’'s integration with Dropbox helps you identify

sensitive information, manage data ownership and alert you £ How identity governance helps >
. ensure GDPR compliance

to any suspicious access activity. As more people

collaborate and share information in the cloud, protecting
access to your Dropbox files has never been more

Governing unstructured data

important and data access

Find and address your compliance gaps
Ensure consistent governance across all data types E® Watch our Dropbox integration

i demo
Be alerted if inappropriate access is detected

Minimize exposure to data leakage

Data discovery and classification

Identify where sensitive
data resides in Dropbox B @

=Y

Classify and analyze
data based on content

and behavior

m
ﬁ

https://www.sailpoint.com/integrations/dropbox/ (last visited December 16, 2021)
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SailPoint is the leading provider of enterprise identity
governance solutions. SailPoint’s open identity platform
enables organizations to manage the entire identity lifecycle
of users accessing Dropbox Business, more efficiently control
user access, securely prepare your data for migration to
Dropbox Business, identify sensitive data, and monitor for
malicious behavior.

e Oversee and streamline who accesses Dropbox
Business. SailPoint identity governance solutions allow you
to manage and govern users, groups, and entitlements for
DropBox and automate the requesting and provisioning of
user access. Improve security and audit performance by
instantly reviewing and remediating access.

* Monitor inappropriate access. Centralize your visibility to users and their access
across Dropbox and other cloud and on-premises applications. Admins can easily
audit and ensure access is within corporate policy.

» Gain greater data visibility. Identify and classify data prior to migration to gain
clear visibility across your data assets and optimize what data should be moved
to Dropbox.

e Clean up permissions. Collect and analyze permissions to files for deeper insight
into who has access and remediate inappropriate access issues to mitigate
security risk to your content.

« Establish data ownership. Empower data owners who have the most intelligence
about the data to take on a key role in managing access and ensure the right
users have access to the right data.

¢ Support hybrid environments. Whether your data resides within your datacenter or
in Dropbox Business, govern it with a centralized set of controls and policies.

https://www.dropbox.com/app-integrations/sailpoint (last visited December 16, 2021)

141.  On information and belief, SailPoint, in order to develop, support, and provide its

identity governance solutions, has directly infringed and continues to infringe, literally and/or
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under the doctrine of equivalents, one or more claims of the 622 Patent under 35 U.S.C. §
271(a) by using Dropbox products and services in the United States and abroad without
authority. Included in these acts of infringement are situations where devices associated with

SailPoint interact with Dropbox servers to perform file sync operations.

DEFENDANT CLEAR CHANNEL

142.  Clear Channel uses Dropbox’s online document storage and synchronization
products and services, including those products and services that infringe Plaintiff’s patents
identified above, through Dropbox’s online platforms and mobile applications to customers,
which practice each and every limitation of one or more claims of the 622 patent.

143.  On its website, Dropbox identifies Clear Channel as a user of Dropbox Business.

Businesses across the world of media trust
Dropbox

e sidlee dentsu

r"
il MARDHAL
Clear Chonnel GEQGRAPHIC

https://www.dropbox.com/business/solutions/media (last visited December 16, 2021)

144. In 2017, Clear Channel along with Dropbox released a study disclosing Clear
Channel’s purchase of Dropbox Business licenses for its employees and summarizing the
commercial benefits from the use of Dropbox Business. A copy of Clear Channel’s study is

attached as Exhibit 2.
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Clear Channel C
Outdoor i

In January 2017, Clear Channel purchased 1,200 enterprise Dropbox
licenses to provide an enhanced security and collaboration
experience for end users. Through three business cases, this study
outlines the total return on investment achieved by Clear Channel as a
result of its deployment. The study’s findings are summarized below.

e total financlal benerit @ return on Investment

https://www.insightsforprofessionals.com/management/leadership/dropbox-businss-and-

clear-channel-outdoor/download (last visited December 16, 2021)

145.  On information and belief, Clear Channel has directly infringed and continues to
infringe, literally and/or under the doctrine of equivalents, one or more claims of the *622 Patent
under 35 U.S.C. § 271(a) by using Dropbox products and services in the United States and
abroad without authority. Included in these acts of infringement are situations where devices

associated with Clear Channel interact with Dropbox servers to perform file sync operations.

PRAYER FOR RELIEF

WHEREFORE, Plaintiff respectfully requests the Court enter judgement against the

Defendants:
a. Declaring that the Defendants have infringed the *561, 942, °607, *787, *823,

and ’622 Patents;
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b. Awarding Plaintiff its damages suffered as a result of the Defendants’ infringement of
the 561, °942, °607, 787, *823, and *622 Patents, including pre-judgement and post-
judgement interest and supplemental damages for any continuing post-verdict or post-
judgement infringement with an accounting as needed;

c. An order enjoining Defendants, their officers, agents, employees, attorneys, and all
other persons or entities acting in concert, participation or in privity with one or more
of them, and their successors and assigns, from infringing
the ’561, *942, °607, *787, ’823, and *622 Patents;

d. A judgment declaring that this is an exceptional case and awarding Plaintiff’s
reasonable attorneys’ fees and costs in this action, as provided by 35 U.S.C. § 285;

e. A judgment, declaration or order that Defendant’s infringement is willful and
increasing damages under 35 U.S.C. § 284;

f.  Awarding Plaintiff its costs, attorney’s fees, expenses, and interest; and

g. Granting Plaintiff such further relief which may be requested and as the Court find

appropriate.

DEMAND FOR A JURY TRIAL

Plaintiff demands a trial by jury on all issues so triable in this Complaint.
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Dated: December 29, 2021

OF COUNSEL.:

Raja N. Saliba

Michael R. Dzwonczyk
Chidambaram S. Iyer
Mark Boland

SUGHRUE MION, PLLC
2000 Pennsylvania Ave., NW
Washington, DC 20037

(202) 293-7060
mboland@sughrue.com
rsaliba@sughrue.com
mdzwonczyk@sughrue.com
ciyer@sughrue.com

Respectfully submitted,

/s/ Raymond W. Mort, 111
Raymond W. Mort, III

Texas State Bar No. 00791308
raymort@austinlaw.com

THE MORT LAW FIRM, PLLC
100 Congress Ave, Suite 2200
Austin, Texas 78701

Tel/Fax: (512) 865-7950

ATTORNEYS FOR PLAINTIFF
TOPIA TECHNOLOGY, INC.
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ARCHITECTURE FOR MANAGEMENT OF
DIGITAL FILES ACROSS DISTRIBUTED
NETWORK

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims priority to U.S. Provisional Appl.
No. 60/986,896 entitled “ARCHITECTURE FOR MAN-
AGEMENT OF DIGITAL FILES ACROSS DISTRIBUTED
NETWORK” and filed Nov. 9, 2007, which is hereby incor-
porated by reference in its entirety.

FIELD OF THE INVENTION

This invention relates generally to computer-implemented
processes and, more specifically, to sharing of electronic files
among electronic devices.

BACKGROUND OF THE INVENTION

Users of modern computing systems are increasingly find-
ing themselves in constantly-connected, high-speed net-
worked environments. The Web continues to be a killer appli-
cation, second only to email, on the Internet. Further,
customers are increasingly using more than one computing
device; a customer may have a desktop computer at home,
one at work, and a constantly connected “smart phone”. Due
to the confluence of these two trends, file management across
these devices has become a problem.

Although modern devices are easily connected, they do not
provide the customer a seamless environment; the customer
must manually handle many aspects of that connection. With
regards to file management, customers must manually move
files between their devices using some protocol like email,
ftp, or by posting them on the Web. These practices lead to
problems that include:

The proliferation of redundant file copies. This prolifera-
tion creates a confusing environment where the cus-
tomer is unclear where the “official” or newest version of
a file exists.

The creation of an error-prone environment. Some docu-
ments, such as those associated with word processing
and desktop publishing, externally reference other files.
Copying such a document can break these references
causing errors that the customer has to handle manually.
An example of such a document is a desktop publishing
document that contains a reference to an image. If that
image file is not transferred along with the desktop pub-
lishing file, the image will appear as a broken link.

Unnecessary complexity. Because devices tend to have
their own filing system, customers must manage a dif-
ferent filing model on each of his devices. For example,
instead of having a single “Movies” folder, he may have
to deal with many “Movies” folders, which may be in
different locations on each of his devices. Each device
may also have its own security model, further compli-
cating the matter.

That a customer has to manually move files around to
ensure their accessibility on his devices is unnecessary, and is
an indicator of a lack of customer-focused design in modern
file systems. File systems in use today are direct offspring of
systems used when graphical customer interfaces were non-
existent. Modern file system customer interfaces, such as
Windows® Explorer and Mac OS X’s Finder are just now
starting to provide experiences that are more in line to a
customer’s workflow. Whereas, before, these interfaces were
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concerned with representing files with abstracted icons, the
file’s actual contents are becoming paramount in how files are
organized and presented.

Problems still exist with how these newer customer inter-
faces are implemented. They are not completely integrated
with applications, suffer from performance problems, and do
not generally work well outside of a device’s local file system.

There are several solutions to this problem that are in one
way or another inadequate to the task:

Remote Desktop software allows a customer to remotely
“see” his desktop. Remote desktop software screen-scrapes a
remote machine’s screen (a “server”) and displays it on a
screen local to the customer (a “client”). Remote desktop
gives a customer access to not only his files, but also to his
applications. However, this approach requires that the host
machine be turned on and connected to the internet at all
times. Consequently, this approach would not be appropriate
formobile hosts such as laptops. Remote desktop does notuse
the resources of a local machine. For full accessibility, the
customer would have to keep all files and application on the
host machine as any files stored on a client are not guaranteed
to be accessible.

Distributed File Systems, like remote desktop software,
place data on an always-connected host machine. Unlike
remote desktop software, the host machine is not one on
which the customer performs computing tasks. The host
machine is used as a storage mechanism, and any computa-
tion performed on that machine serves to supports its use as
such. Distributed file systems generally provide the right
functionality for customers to share files between their
devices. However, distributed file systems are usually
deployed as a shared resource; that is, other customers have
access to it. Because of this sharing, a customer’s files may be
buried deep in a filing structure, and it may not always be
immediately evident to customers what kind of access they
have to a particular file. Further, to use a distributed file
system, the customer must always be connected to it. Files
stored on a distributed file system are generally inaccessible if
the customer’s machine is not connected to it, unless the
customer has copied or moved the files to his machine’s local
hard drive. However, doing so immediately creates the prob-
lem of having two filing systems for the same file, creating a
mental burden on the customer.

Additionally, accessing a file located on a distributed file
system tends to be slower than accessing files on the local
hard drive. Modern applications are usually written to assume
that the files they access are located locally, and thus are not
optimized to access remote files. When these applications are
used with remote files, they can lose performance by an order
of magnitude. This problem can be fixed by automatically
caching often-used files on the local file system, and only
synchronizing them when they have been changed. However,
this separate synchronization step introduces another prob-
lem: because the synchronization process can be lengthy, the
customer is never entirely sure if the file he is remotely
accessing is the latest version of the file, versus an earlier one
that has been marked to be updated. Further, the directory
may not reflect the existence of the file at all until synchroni-
zation finishes.

FTP is similar to a distributed file system with regards to
files being hosted on a remote server. However F'TP generally
does manifest as a “disk drive” on the customer’s desktop; the
customer must use special FTP client software to access an
FTP server. It shares the same problem as distributed file
systems, with the additional problem of weak integration with
applications. Applications can generally write and read files
directly to and from a distributed file system. This is not the
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case with F'TP, as the customer has to manually use the client
software to perform these operations as a separate task.

Email was originally invented for messaging. From the
beginning, the model it employs to make files accessible
remotely is necessarily inefficient. Email’s model for making
files accessible is in the form of an email “attachment”.
Attachments are so named because they piggy-back on a
message sent from one customer to another. A customer can
make a file remotely available using email by attaching the
file to an email and sending it to himself. He can then retrieve
the file from a remote location by accessing the message on
the email server. Email used in this way is even worse than
FTP as the process is even more manual: a customer must find
the message containing the file before he can even access it.
Further, the location in which the attachment lives is read
only. If the customer, for example, were to open the file,
change it, then save it back out, the results would be ambigu-
ous to the user because the email application, not the user,
specified its location. Usually, the saved file would end up
buried in an email file cache in an undisclosed area of the file
system.

Flash Drives and External Disk Drives, although seem-
ingly the most “primitive” way to ensure file availability,
avoid all the problems related to network latency. However,
these devices must be physically connected to the computer
on which the files will be accessed. These restrictions pre-
clude the customer from employing several effective work-
flows including: using more than one computer to complete a
single task (the files can only be accessed on one computer)
and setting up an automated backup (the computer running
the backup can’t guarantee that the storage device will be
connected come backup time). Further, to ensure full avail-
ability of the files, the customer must carry the device with
them at all times, and must follow the associated protocols for
mounting and dismounting the device.

Other problems with the prior art not described above can
also be overcome using the teachings of embodiments of the
present invention, as would be readily apparent to one of
ordinary skill in the art after reading this disclosure.

SUMMARY OF THE INVENTION

In an embodiment, a system includes a first application
executable on a first electronic device. The system further
includes a second application executable on a second elec-
tronic device in communication with the first electronic
device. The second electronic device is configured to store a
first electronic file. Subsequent to a user modifying the first
electronic file, the second application is operable to automati-
cally transfer the modified first electronic file, or a copy
thereof, to the first electronic device. The system further
includes a third application executable on a third electronic
device in communication with the first electronic device. The
third electronic device is configured to store a second elec-
tronic file. Subsequent to the user modifying the second elec-
tronic file, the third application is operable to automatically
transfer the modified second electronic file, or a copy thereof,
to the first electronic device. The first application is operable
to automatically transfer the modified first electronic file or
copy to the third electronic device, and automatically transfer
the modified second electronic file or copy to the second
electronic device.

BRIEF DESCRIPTION OF THE DRAWING

Preferred and alternative embodiments of the present
invention are described in detail below with reference to the
following drawings.
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FIG. 1 is a schematic view of an exemplary operating
environment in which an embodiment of the invention can be
implemented;

FIG. 2 is a functional block diagram of an exemplary
operating environment in which an embodiment of the inven-
tion can be implemented; and

FIG. 3 is a functional block diagram illustrating file sharing
and/or synchronization according to an embodiment of the
invention.

DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENT

An embodiment of the invention leverages remote pro-
gramming concepts by utilizing processes called mobile
agents (sometimes referred to as mobile objects or agent
objects). Generally speaking, these concepts provide the abil-
ity for an object (the mobile agent object) existing on a first
(“host”) computer system to transplant itself to a second
(“remote host”) computer system while preserving its current
execution state. The operation of a mobile agent object is
described briefly below.

The instructions of the mobile agent object, its preserved
execution state, and other objects owned by the mobile agent
object are packaged, or “encoded,” to generate a string of data
that is configured so that the string of data can be transported
by all standard means of communication over a computer
network. Once transported to the remote host, the string of
datais decoded to generate a computer process, still called the
mobile agent object, within the remote host system. The
decoded mobile agent object includes those objects encoded
as described above and remains in its preserved execution
state. The remote host computer system resumes execution of
the mobile agent object which is now operating in the remote
host environment.

While now operating in the new environment, the instruc-
tions of the mobile agent object are executed by the remote
host to perform operations of any complexity, including
defining, creating, and manipulating data objects and inter-
acting with other remote host computer objects.

File transfer and/or synchronization, according to an
embodiment, may be accomplished using some or all of the
concepts described in commonly owned U.S. patent applica-
tion Ser. No. 11/739,083, entitled “Electronic File Sharing,”
the entirety of which is incorporated by reference as if fully
set forth herein.

FIG. 1 illustrates an example of a suitable computing sys-
tem environment 100 in which one or more embodiments of
the invention may be implemented. The computing system
environment 100 is only one example of a suitable computing
environment and is not intended to suggest any limitation as
to the scope of use or functionality of the invention. Neither
should the computing environment 100 be interpreted as hav-
ing any dependency or requirement relating to any one or
combination of components illustrated in the exemplary oper-
ating environment 100.

Embodiments of the invention are operational with numer-
ous other general purpose or special purpose computing sys-
tem environments or configurations. Examples of well known
computing systems, environments, and/or configurations that
may be suitable for use with the invention include, but are not
limited to, personal computers, server computers, hand-held
or laptop devices, multiprocessor systems, microprocessor-
based systems, set top boxes, programmable consumer elec-
tronics, network PCs, minicomputers, mainframe computers,
distributed computing environments that include any of the
above systems or devices, and the like.
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Embodiments of the invention may be described in the
general context of computer-executable instructions, such as
program modules, being executed by a computer and/or by
computer-readable media on which such instructions or mod-
ules can be stored. Generally, program modules include rou-
tines, programs, objects, components, data structures, etc.
that perform particular tasks or implement particular abstract
data types. The invention may also be practiced in distributed
computing environments where tasks are performed by
remote processing devices that are linked through a commu-
nications network. In a distributed computing environment,
program modules may be located in both local and remote
computer storage media including memory storage devices.

With reference to FIG. 1, an exemplary system for imple-
menting the invention includes a general purpose computing
device in the form of a computer 110. Components of com-
puter 110 may include, but are not limited to, a processing
unit 120, a system memory 130, and a system bus 121 that
couples various system components including the system
memory to the processing unit 120. The system bus 121 may
be any of several types of bus structures including a memory
bus or memory controller, a peripheral bus, and a local bus
using any of a variety of bus architectures. By way of
example, and not limitation, such architectures include Indus-
try Standard Architecture (ISA) bus, Micro Channel Archi-
tecture (MCA) bus, Enhanced ISA (EISA) bus, Video Elec-
tronics Standards Association (VESA) local bus, and
Peripheral Component Interconnect (PCI) bus also known as
Mezzanine bus.

Computer 110 typically includes a variety of computer
readable media. Computer readable media can be any avail-
able media that can be accessed by computer 110 and includes
both volatile and nonvolatile media, removable and non-re-
movable media. By way of example, and not limitation, com-
puter readable media may comprise computer storage media
and communication media. Computer storage media includes
both volatile and nonvolatile, removable and non-removable
media implemented in any method or technology for storage
of information such as computer readable instructions, data
structures, program modules or other data. Computer storage
media includes, but is not limited to, RAM, ROM, EEPROM,
flash memory or other memory technology, CD-ROM, digital
versatile disks (DVD) or other optical disk storage, magnetic
cassettes, magnetic tape, magnetic disk storage or other mag-
netic storage devices, or any other medium which can be used
to store the desired information and which can accessed by
computer 110. Communication media typically embodies
computer readable instructions, data structures, program
modules or other data in a modulated data signal such as a
carrier wave or other transport mechanism and includes any
information delivery media. The term “modulated data sig-
nal” means a signal that has one or more of its characteristics
set or changed in such a manner as to encode information in
the signal. By way of example, and not limitation, communi-
cation media includes wired media such as a wired network or
direct-wired connection, and wireless media such as acoustic,
RF, infrared and other wireless media. Combinations of the
any of the above should also be included within the scope of
computer readable media.

The system memory 130 includes computer storage media
in the form of volatile and/or nonvolatile memory such as read
only memory (ROM) 131 and random access memory
(RAM) 132. A basic input/output system 133 (BIOS), con-
taining the basic routines that help to transfer information
between elements within computer 110, such as during start-
up, is typically stored in ROM 131. RAM 132 typically con-
tains data and/or program modules that are immediately
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accessible to and/or presently being operated on by process-
ing unit 120. By way of example, and not limitation, FIG. 1
illustrates operating system 134, application programs 135,
other program modules 136, and program data 137.

The computer 110 may also include other removable/non-
removable, volatile/nonvolatile computer storage media. By
way of example only, FIG. 1 illustrates a hard disk drive 140
that reads from or writes to non-removable, nonvolatile mag-
netic media, a magnetic disk drive 151 that reads from or
writes to a removable, nonvolatile magnetic disk 152, and an
optical disk drive 155 that reads from or writes to a remov-
able, nonvolatile optical disk 156 such as a CD ROM or other
optical media. Other removable/non-removable, volatile/
nonvolatile computer storage media that can be used in the
exemplary operating environment include, but are not limited
to, magnetic tape cassettes, flash memory cards, digital ver-
satile disks, digital video tape, solid state RAM, solid state
ROM, and the like. The hard disk drive 141 is typically
connected to the system bus 121 through a non-removable
memory interface such as interface 140, and magnetic disk
drive 151 and optical disk drive 155 are typically connected to
the system bus 121 by a removable memory interface, such as
interface 150.

The drives and their associated computer storage media
discussed above and illustrated in FIG. 1, provide storage of
computer readable instructions, data structures, program
modules and other data for the computer 110. In FIG. 1, for
example, hard disk drive 141 is illustrated as storing operating
system 144, application programs 145, other program mod-
ules 146, and program data 147. Note that these components
can either be the same as or different from operating system
134, application programs 135, other program modules 136,
and program data 137. Operating system 144, application
programs 145, other program modules 146, and program data
147 are given different numbers here to illustrate that, at a
minimum, they are different copies. A user may enter com-
mands and information into the computer 20 through input
devices such as a keyboard 162 and pointing device 161,
commonly referred to as a mouse, trackball or touch pad.
Other input devices (not shown) may include a microphone,
joystick, game pad, satellite dish, scanner, or the like. These
and other input devices are often connected to the processing
unit 120 through a user input interface 160 that is coupled to
the system bus, but may be connected by other interface and
bus structures, such as a parallel port, game port or a universal
serial bus (USB). A monitor 191 or other type of display
device is also connected to the system bus 121 via an inter-
face, such as a video interface 190. In addition to the monitor,
computers may also include other peripheral output devices
such as speakers 197 and printer 196, which may be con-
nected through an output peripheral interface 190.

The computer 110 may operate in a networked environ-
ment using logical connections to one or more remote com-
puters, such as a remote computer 180. The remote computer
180 may be a personal computer, a server, a router, a network
PC, a peer device or other common network node, and typi-
cally includes many or all of the elements described above
relative to the computer 110, although only a memory storage
device 181 has been illustrated in FIG. 1. The logical connec-
tions depicted in FIG. 1 include a local area network (LAN)
171 and a wide area network (WAN) 173, but may also
include other networks. Such networking environments are
commonplace in offices, enterprise-wide computer networks,
intranets and the Internet.

When used in a LAN networking environment, the com-
puter 110 is connected to the LAN 171 through a network
interface or adapter 170. When used in a WAN networking
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environment, the computer 110 typically includes a modem
172 or other means for establishing communications over the
WAN 173, such as the Internet. The modem 172, which may
be internal or external, may be connected to the system bus
121 via the user input interface 160, or other appropriate
mechanism. In a networked environment, program modules
depicted relative to the computer 110, or portions thereof,
may be stored in the remote memory storage device. By way
of example, and not limitation, FIG. 1 illustrates remote
application programs 185 as residing on memory device 181.
It will be appreciated that the network connections shown are
exemplary and other means of establishing a communications
link between the computers may be used.

Referring now to FIG. 2, an embodiment of the present
invention can be described in the context of an exemplary
computer network system 200 as illustrated. System 200
includes electronic user devices 210, 280, such as personal
computers or workstations, that are linked via a communica-
tion medium, such as a network 220 (e.g., the Internet), to an
electronic device or system, such as a server 230. The server
230 may further be coupled, or otherwise have access, to a
database 240, electronic storage 270 and a computer system
260. Although the embodiment illustrated in FIG. 2 includes
one server 230 coupled to two user devices 210, 280 via the
network 220, it should be recognized that embodiments of the
invention may be implemented using two or more such user
devices coupled to one or more such servers.

In an embodiment, each of the user devices 210, 280 and
server 230 may include all or fewer than all of the features
associated with the computer 110 illustrated in and discussed
with reference to FIG. 1. User devices 210, 280 include or are
otherwise coupled to a computer screen or display 250, 290,
respectively. User devices 210, 280 can be used for various
purposes including both network- and local-computing pro-
cesses.

The user devices 210, 280 are linked via the network 220 to
server 230 so that computer programs, such as, for example,
abrowser or other applications, running on one or more of the
user devices 210, 280 can cooperate in two-way communica-
tion with server 230 and one or more applications running on
server 230. Server 230 may be coupled to database 240 and/or
electronic storage 270 to retrieve information therefrom and
to store information thereto. Additionally, the server 230 may
be coupled to the computer system 260 in a manner allowing
the server to delegate certain processing functions to the
computer system.

Referring now to FIG. 3, illustrated is functionality of an
embodiment of the invention allowing a user (not shown) who
owns or otherwise controls devices 210, 280 to automatically
maintain file synchronization between at least devices 210,
280, or any other user devices on which principles of the
present invention are implemented. In an embodiment, an
administrator (not shown) of the server 230 or other appro-
priate electronic device transfers a file-transfer and/or syn-
chronization application to the user devices 210, 280 for
installation thereon. Once installed on the user devices 210,
280, the file-transfer application provides file-transfer clients
310, 320 executable by the user devices 210, 280, respec-
tively. Each of the file-transfer clients 310, 320 may, but need
not, include a respective mobile-agent runtime environment
330, 340. The mobile-agent runtime environment 330, 340
include portions of memory of the user devices 210, 280
dedicated to allowing a mobile object the ability to perform
operations that the mobile object is programmed to carry out.
Also included in the file-transfer application are user inter-
faces 350, 360 that are displayable on the displays 250, 290,
respectively. In an embodiment, the interfaces 350, 360 allow
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a user to view, access and/or organize files to be synched
among the various user devices.

Generally, all files that the user desires to be synched or
shared may at some point be uploaded by one or more of the
user devices 210, 280 and stored in storage 270. Upon receiv-
ing the files to be synched, the server 230 can store such files
in the storage 270 and/or transfer the files to one or more of the
respective hard drives of the user devices 210, 280, thereby
enabling each respective user device to access such files. In
this manner, the server 230 is operable to treat each hard drive
of the respective user devices 210, 280 as a local document
cache for files received by the server. Typically, the server 230
will store one or more of the received files to the storage 270
only if the destination user device is offline or otherwise
temporarily not in communication with the server 230. Upon
resuming communication with the destination user device,
the server 230 will transfer the temporarily stored files to the
destination device.

In operation, according to an embodiment, the user may
open and modify a file 370, such as a word-processing docu-
ment or other electronic file. Alternatively, the user may cre-
ate a first instance of the file 370. The user may have previ-
ously have associated, or may now associate, the file 370 with
the transfer client 310. Upon a predetermined and user-con-
figurable triggering event, the transfer client 310 transfers the
modified file 370, or a copy of the modified file, to the server
230. Such a triggering event may include, but be not limited
to, the user saving the file, the elapsing of a predetermined
amount of time during which the file has been opened, or the
re-initiation of a communication session between the device
210 and the server 230.

The file 370 is transferred to the server 230 on which is
executing a synchronization application 380, which may
include a mobile-agent runtime environment. Through user
configuration, the synch application 380 monitors a set of
user devices to which the file 370 should be transferred to
effect file synchronization. In the illustrated embodiment, this
set of user devices includes the user device 280. The synch
application 380 polls the device 280 to determine whether the
device 280 is in communication with the server 230. If the
device 280 is in communication with the server 230, the synch
application 380 transfers the file 370 to the device 280, where-
upon the transfer client 320 resident on the device 280
replaces the previous version of the file 370, previously
cached on the device 280, with the latest version of the file 370
modified on the user device 210. If the device 280 is not
currently in communication with the server 230, the synch
application 380 may store the file 370 in the storage 270 until
such time as communication between the device 280 and
server 230 is reestablished. As illustrated in FIG. 3, a similar
reverse-direction synchronization process may be performed
by the synch application 380 and the transfer clients 310, 320
with regard to a file 315 modified on device 280 and synchro-
nized to device 210.

In an embodiment, the user interfaces 350, 360 may
include a list of the customer’s documents and related meta-
data, as well as any one-to-one or one-to-many relationships
between the documents and metadata. An embodiment can
always provide customers with an accurate “picture” of their
document collection, regardless of whether their devices
physically contain the documents. As alluded to earlier, a
problem with distributed file systems and FTP is the latency
between a file being put onto a file system and it showing up
on a remote machine. To prevent this problem, an embodi-
ment directory is decoupled from the movement of files. An
embodiment’s directory update system updates at a higher
priority than the documents to be synchronized. This feature
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ensures that when a customer browses or searches through his
set of documents, they appear even if they have not yet been
cached locally on the user device. An indicator signifying a
document’s availability may be prominently displayed adja-
cent to the document’s representation so that customers are
aware of the document’s availability.

Anembodiment may include a stand-alone application that
allows customers to find and manage documents associated
with transfer clients 310, 320 by visualizing relationships
between documents and their metadata. It allows customers
to tag documents with any number of identifiers. Customers
can relate both documents and tags with each other in any
number of user-specified one-to-one and one-to-many rela-
tionships, and an embodiment provides a user interface to
browse and search on these relationships. To mitigate the
customers’ learning curve, an embodiment can implement
relationships common to contemporary file systems, includ-
ing a folder hierarchy. In addition to this, an embodiment
provides direct support for methods that the customer uses to
organize documents by manifesting them as user interface
idioms. This is unlike conventional document filing systems
which require the customer to work within a strict folder
metaphor for organization.

Some alternate methods that an embodiment supports for
organizing documents include:

Allow customers to organize their documents by applica-
tion. Many times customers remember the application
used to create a document instead of the document’s
name or its location in a hierarchy.

Allow customers to organize their documents by most
recent access. Customers are likely to access a document
they’ve accessed in the near past. Usually, such docu-
ments are part of a task that the customer is actively
working.

Allow customers to organize their documents by project or
subproject.

Allow customers to organize their documents by people.
Many times, especially in the context of a collaboration,
a document is directly related to one or more people
other than the customer.

Allow the customer to organize their document by process
stage. Documents may represent one or more stages of a
process. Customers need a method for organizing docu-
ments by process stage, and a mechanism for moving the
document through a set of predefined stages.

Allow customers to organize their documents by any of the
aforementioned methods concurrently. These organiza-
tion methods are not mutually exclusive.

An embodiment presents an interface that allows a cus-
tomer to locate one or more documents associated with the
transfer clients 310, 320 and open such document into a
separate software application. Since this interface is intended
to be used from within the separate application, that applica-
tion may need to know how to invoke such interface. Advan-
tageously, this invocation behavior can be provided to the
application using the application’s plug-in API.

An embodiment presents an interface that allows a cus-
tomer to synchronize a currently opened document according
to processes described elsewhere herein. This interface can be
invoked within an application and can be made available to
the application in the manner described above in connection
with the application’s plug-in API.

Some files associated with the transfer clients 310, 320 are
dependent on other files associated with the transfer clients
310, 320. For example, a desktop publishing document may
include images that are stored in files separate from the main
document. Previous file-synching solutions treat these files as
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separate. Because of this, for example, a document synchro-
nized from the device 210 to the device 280 may be opened by
the user of the device 280 before the image files have been
fully transferred to the device 280. This causes the document
to fail to open, or break, since the image files don’t exist or are
incomplete. An embodiment prevents this by: (1) always
ensuring the file catalog (e.g., the stand-alone application that
allows customers to find and manage documents associated
with transfer clients 310, 320, as discussed above herein) is
synchronized before any file data is synchronized, and (2)
pausing any file access by any program until the file contents
have been fully synchronized. In such an embodiment, if a
user attempts, using a software program, to open a file whose
related files haven’t yet finished transferring to the local (hard
drive) cache, ifthat software attempts to open the related files,
the software program is blocked by an embodiment until the
requested files are downloaded and ready to access.

Other file sending and synchronizing software requires the
user to upload their data to a storage device owned by the
operator of the service. An embodiment treats storage as a
participant in the synchronization process; this means that the
user can choose the service or device where their files will be
stored. The file transfer/synching is abstracted from the stor-
age system allowing any storage to be used. An embodiment
treats storage like any other synch target, such as a desktop
computer, or a cell phone. As such, any device owned or
otherwise controlled by the user and running a synch appli-
cation, such as synch application 380, as provided in an
embodiment of the invention can perform the storage and/or
synching functions described elsewhere herein. That is, the
user device 280 or user device 210, rather than the server 230,
may perform such functions.

While a preferred embodiment of the invention has been
illustrated and described, as noted above, many changes can
be made without departing from the spirit and scope of the
invention. For example, as an alternative to the approach
described with reference to FIG. 3, wherein the transfer cli-
ents 310, 320 function to “push” modified or created files to
the synch application 380, the synch application 380 may
instead function to periodically “pull” or otherwise actively
retrieve such files from the transfer clients 310, 320 Instead,
the invention should be determined entirely by reference to
the claims that follow.

The embodiments of the invention in which an exclusive

property or privilege is claimed are defined as follows:

1. A system, comprising:

a first electronic device configured to selectively execute a
first application, the first electronic device being in com-
munication with a second electronic device and a third
electronic device, each associated with a user wherein
the first electronic device is configured to:

receive from a second application executable on the second
electronic device a copy of a first electronic file auto-
matically transferred from the second application when
the user modifies a content of the first electronic file; and

wherein the first electronic device is further configured to
receive from a third application executable on the third
electronic device a copy of a second electronic file auto-
matically transferred from the third application when the
user modifies a content of the second electronic file; and

wherein the first application is further configured to auto-
matically transfer the modified first electronic file copy
to the third electronic device to replace an older version
of the first electronic file stored on the third electronic
device with the modified first electronic file copy having
the content modified by the user; and
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automatically transfer the modified second electronic file
copy to the second electronic device to replace an older
version of the second electronic file stored on the second
electronic device with the modified second electronic
file copy having the content modified by the user;

wherein the second application automatically transfers the
copy of the modified first electronic file to the first elec-
tronic device upon determining that a save operation has
been performed on the modified first electronic file.

2. The system of claim 1 wherein at least one of the second
and third applications comprises a runtime environment for
mobile-agent objects.

3. The system of claim 1 wherein the first application is
configured to store the modified first electronic file copy to a
memory device associated with the first electronic device.

4. The system of claim 3, wherein the first application is
configured to store the modified first electronic file copy to the
memory device associated with the first electronic device
when the third electronic device is not in communication with
the first electronic device.

5. The system of claim 1 wherein the second application is
operable to create a first mobile object, the first mobile object
being operable to create a proxy object at the first electronic
device.

6. The system of claim 5 wherein the first mobile object is
operable to provide the copy of the modified first electronic
file to the proxy object.

7. The system of claim 6 wherein the proxy object is oper-
able to store the copy of the modified first electronic file in a
storage device coupled to the first electronic device.

8. A method implementable in an electronic system having
a storage component, the electronic system being coupled to
afirst electronic device having stored thereon a first electronic
file and a second electronic device having stored thereon a
second electronic file, the first electronic device and the sec-
ond electronic device each being associated with a user, the
method comprising:

receiving from the first electronic device a copy of a first

electronic file modified by the user, the copy of the
modified first electronic file being automatically pro-
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vided to the electronic system by the first electronic
device when a content of the first electronic file is modi-
fied by the user;

receiving from the second electronic device a copy of a

second electronic file modified by the user, the copy of
the modified second electronic file being automatically
provided to the electronic system by the second elec-
tronic device when a content of the second electronic file
is modified by the user;

automatically transferring the modified first electronic file

copy to the second electronic device to replace an older
version of the first electronic file stored on the second
electronic device with the modified first electronic file
copy having the content modified by the user; and
automatically transferring the modified second electronic
file copy to the first electronic device to replace an older
version of the second electronic file stored on the first
electronic device with the modified second electronic
file copy having the content modified by the user;
wherein the first electronic device automatically transfers
the copy of the modified first electronic file to the elec-
tronic system upon determining that a save operation has
been performed on the modified first electronic file.

9. The method of claim 8 wherein at least one of the first
and second electronic devices includes a runtime environ-
ment for mobile-agent objects.

10. The method of claim 8, wherein the electronic system is
configured to store the modified first electronic file copy to the
storage component.

11. The method of claim 10 wherein the electronic system
is configured to store the modified first electronic file copy to
the storage component when the second electronic device is
not in communication with the electronic system.

12. The method of claim 8 wherein the first electronic
device is operable to create a first mobile object, the first
mobile object being operable to create a proxy object at the
electronic system.

13. The method of claim 12 wherein the first mobile object
is operable to provide the copy of the modified first electronic
file to the proxy object.

* #* #* #* #*



Case 6:22-cv-01318-ADA Document 1 Filed 12/29/21 Page 94 of 170

EXHIBIT 2



Dropbox

Clear Channel C
Outdoor el

In January 2017, Clear Channel purchased 1,200 enterprise Dropbox
licenses to provide an enhanced security and collaboration
experience for end users. Through three business cases, this study
outlines the total return on investment achieved by Clear Channel as a
result of its deployment. The study’s findings are summarized below.

@ total financial benefit Q return on investment

) 1,400 L] 63 5 e6TB

days of working time servers removed from use of data secured in Dropbox
saved per year

Dropbox is giving Clear Channel’s end Moving data to Dropbox is allowing By moving to Dropbox, Clear Channel is
users time to focus on more important Clear Channel to deprecate 63 protecting critical assets, including 49
work. With each end user saving 9 hours serversacross over 30 markets. This TB of data previously saved to on-prem
per year on collaboration tasks and with is driving enhanced security and data servers and 17 TB of data previously
800 total hours of downtime avoided, recoverability, while producing $249k in saved to personal Dropbox accounts
Dropbox is driving $428k of total value annual cost savings

in productivity gains per year

“At Clear Channel, we strive to create a world-class work environment with
the top technologies available. We’ve achieved a return on investment

of over 500% with Dropbox, while taking a giant step to modernize our IT
strategy and enhance collaboration across our company.”

Nichole Boatsman

IT Director
For more information on
Dropbox Business, contact
sales@dropbox.com or visit
dropbox.com/business.
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Business case #1

Team folder deployment

10 £ 1,300
minutes saved per total days of
end user per week working time

saved per year

“Collaborating with Team
Folder makes colleagues

QO 8398k located across the
total financial country feel like they’re

a couple desks away.
I’'m not only saving time,
but also working with

Team Folder allows users to be organized in groups and share files internally or

externally at any level of folder structure. Clear Channel estimates that through
its ability to enable remote collaboration, maintain reliable connectivity and

these colleagues more
frequently.”

make file recovery and permissioning self-serve, Team Folder saves each of its

users 10 minutes a week.

Below is an example of the kinds of process improvements driving this benefit.

Process before Dropbox

Corporate

‘ f : Marketing (NY) <]
A

Feedback
Option Option 2K over e-mail

New York- we | WeTransfer
based server

T—VPN— ¢—1

® ® O Marketing
-T- Ops (LA)

Digital Asset
Manager

+ 2x per week, the LA-based marketing ops team collects
assets from the NY-based corporate marketing team
and adds them to the DAM

« Connecting to a NY-based file server to download the
assets is challenging due to a faulty VPN

- When that fails, the corporate marketing team uses
WeTransfer to share the files

Either option requires logging in, downloading the asset
and uploading it to the DAM

Feedback happens over e-mail, creating additional
delays and confusion to share the files

Jennifer Hurley
Director of Marketing Operations

Process with Dropbox

Corporate

[ [ i
Y @ Marketing (NY)

—fQo_ S8 S ¥ —Qe

Marketing
Team Folder
Feedback
in Dropbox
(] @® Marketing
D @ Ops (LA) Product
integration
Digital Asset . Final
—eo— > = ’
Manager Location

All assets are created in a Marketing team folder, which
both teams have access to

- As work is completed, the team folder automatically

stays updated, so assets are accessible to the marketing
ops team at any time

- Feedback is given using Dropbox comments, keeping

work and communication in one place and limiting the
use of e-mail

+ A process that once took 5 minutes now takes a few

seconds to complete, saving each marketing ops user
10 minutes per week

For more information on Dropbox Business, contact sales@dropbox.com or visit dropbox.com/business.
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Business case #2

Data migration to cloud

5] 63 [ 100 QO $279k
total file servers total days of total financial
removed from use working time benefit

saved per year

Results Financial Impact

$279k

£ 30k

value of time saved
.
S24k

Q 24k
total SharePoint
cost savings

© 225k

server cost
savings per year
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Business Impact

Before Dropbox, 7% of Clear Channel
employees experienced a server outage
and 1% of employees experienced a
computer crash once per year, resulting
in 808 hours of lost work time. Dropbox
allows work to be done on any device,
producing $30k per year of value in
additional work time

Clear Channel previously hosted
43 GB of data on SharePoint and paid
$24k annually in hosting fees

Before deploying Dropbox, Clear
Channel maintained 63 on-prem
servers. With Dropbox, these servers
will be deprecated, saving $225k
per year in server replacement

and space costs

“I am thrilled with the amount of money we’re saving year-over-year by

deprecating 60+ file servers and deploying Dropbox.

But what is even

better is that we’re no longer wasting resources maintaining hardware
across 30 locations. That’s now in expert hands at Dropbox, allowing

us to focus on our jobs.”

Nichole Boatsman
IT Director

For more information on Dropbox Business, contact sales@dropbox.com or visit dropbox.com/business.
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Business case #3

Security improvements

& 550 6] 75

personal Dropbox
accounts secured

N

For more information on Dropbox Business, contact sales@dropbox.com or visit dropbox.com/business.

devices remote
wiped by IT

44
%

49 TB on-prem server data

Before deploying Dropbox Enterprise, Clear Channel had 49 TB

of data saved to on-prem servers across 34 locations.

Migrating all this data to Dropbox will improve security by:
Increasing corporate visibility and control of user data
Improving IT’s ability to recover lost user data

Enabling remote data wipe of employee devices

17 TB end user data in
personal accounts
Before deploying Dropbox Enterprise, 550 employees created

personal Dropbox accounts with their Clear Channel e-mail
addresses and saved 17 TB of company data to these accounts.

With the account capture feature, Clear Channel was able to secure

this data by immediately adding all these users to their Dropbox
Business account.

5 e6 TB

of data secured
with Dropbox

“With over 17 TB of data

in personal accounts,
our employees made

it clear that Dropbox is
an important space for
getting work done at
Clear Channel. And as
CTO, it’s my responsibility
to ensure this work gets
done securely.”

Christian Aaselund
CTO

Feature deep dive

User suspension and remote wipe

With Dropbox Business, it takes just a few
clicks to suspend a user, wipe all Dropbox

data from their devices and prevent him from
logging into his account. This ensures company
data lost to stolen devices or former employees
doesn’t end up in the wrong hands.

Since purchasing Dropbox Enterprise, Clear
Channel’s IT team has remote wiped over
75 employee devices, ensuring that Clear
Channel’s data stays where it belongs.
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ARCHITECTURE FOR MANAGEMENT OF
DIGITAL FILES ACROSS DISTRIBUTED
NETWORK

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a continuation of U.S. patent applica-
tion Ser. No. 12/267,852, filed Nov. 10, 2008, which claims
priority to U.S. Provisional Application No. 60/986,896
entitled “ARCHITECTURE FOR MANAGEMENT OF
DIGITAL FILES ACROSS DISTRIBUTED NETWORK”
and filed Nov. 9, 2007, the contents of which are hereby
incorporated by reference in their entirety.

FIELD OF THE INVENTION

This invention relates generally to computer-implemented
processes and, more specifically, to sharing of electronic
files among electronic devices.

BACKGROUND OF THE INVENTION

Users of modern computing systems are increasingly
finding themselves in constantly-connected, high-speed net-
worked environments. The Web continues to be a killer
application, second only to email, on the Internet. Further,
customers are increasingly using more than one computing
device; a customer may have a desktop computer at home,
one at work, and a constantly connected “smart phone”. Due
to the confluence of these two trends, file management
across these devices has become a problem.

Although modern devices are easily connected, they do
not provide the customer a seamless environment; the cus-
tomer must manually handle many aspects of that connec-
tion. With regards to file management, customers must
manually move files between their devices using some
protocol like email, ftp, or by posting them on the Web.
These practices lead to problems that include:

The proliferation of redundant file copies. This prolifera-
tion creates a confusing environment where the cus-
tomer is unclear where the “official” or newest version
of a file exists.

The creation of an error-prone environment. Some docu-
ments, such as those associated with word processing
and desktop publishing, externally reference other files.
Copying such a document can break these references
causing errors that the customer has to handle manu-
ally. An example of such a document is a desktop
publishing document that contains a reference to an
image. If that image file is not transferred along with
the desktop publishing file, the image will appear as a
broken link.

Unnecessary complexity. Because devices tend to have
their own filing system, customers must manage a
different filing model on each of his devices. For
example, instead of having a single “Movies” folder, he
may have to deal with many “Movies” folders, which
may be in different locations on each of his devices.
Each device may also have its own security model,
further complicating the matter.

That a customer has to manually move files around to
ensure their accessibility on his devices is unnecessary, and
is an indicator of a lack of customer-focused design in
modern file systems. File systems in use today are direct
offspring of systems used when graphical customer inter-
faces were nonexistent. Modern file system customer inter-
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2

faces, such as Windows® Explorer and Mac OS X’s Finder
are just now starting to provide experiences that are more in
line to a customer’s workflow. Whereas, before, these inter-
faces were concerned with representing files with abstracted
icons, the file’s actual contents are becoming paramount in
how files are organized and presented.

Problems still exist with how these newer customer
interfaces are implemented. They are not completely inte-
grated with applications, suffer from performance problems,
and do not generally work well outside of a device’s local
file system.

There are several solutions to this problem that are in one
way or another inadequate to the task:

Remote Desktop software allows a customer to remotely
“see” his desktop. Remote desktop software screen-scrapes
a remote machine’s screen (a “server”) and displays it on a
screen local to the customer (a “client”). Remote desktop
gives a customer access to not only his files, but also to his
applications. However, this approach requires that the host
machine be turned on and connected to the internet at all
times. Consequently, this approach would not be appropriate
for mobile hosts such as laptops. Remote desktop does not
use the resources of a local machine. For full accessibility,
the customer would have to keep all files and application on
the host machine as any files stored on a client are not
guaranteed to be accessible.

Distributed File Systems, like remote desktop software,
place data on an always-connected host machine. Unlike
remote desktop software, the host machine is not one on
which the customer performs computing tasks. The host
machine is used as a storage mechanism, and any compu-
tation performed on that machine serves to supports its use
as such. Distributed file systems generally provide the right
functionality for customers to share files between their
devices. However, distributed file systems are usually
deployed as a shared resource; that is, other customers have
access to it. Because of this sharing, a customer’s files may
be buried deep in a filing structure, and it may not always be
immediately evident to customers what kind of access they
have to a particular file. Further, to use a distributed file
system, the customer must always be connected to it. Files
stored on a distributed file system are generally inaccessible
if the customer’s machine is not connected to it, unless the
customer has copied or moved the files to his machine’s
local hard drive. However, doing so immediately creates the
problem of having two filing systems for the same file,
creating a mental burden on the customer.

Additionally, accessing a file located on a distributed file
system tends to be slower than accessing files on the local
hard drive. Modern applications are usually written to
assume that the files they access are located locally, and thus
are not optimized to access remote files. When these appli-
cations are used with remote files, they can lose performance
by an order of magnitude. This problem can be fixed by
automatically caching often-used files on the local file
system, and only synchronizing them when they have been
changed. However, this separate synchronization step intro-
duces another problem: because the synchronization process
can be lengthy, the customer is never entirely sure if the file
he is remotely accessing is the latest version of the file,
versus an earlier one that has been marked to be updated.
Further, the directory may not reflect the existence of the file
at all until synchronization finishes.

FTP is similar to a distributed file system with regards to
files being hosted on a remote server. However FTP gener-
ally does manifest as a “disk drive” on the customer’s
desktop; the customer must use special FTP client software



Case 6:22-cv-01318-ADA Document 1 Filed 12/29/21 Page 107 of 170

US 10,067,942 B2

3

to access an FTP server. It shares the same problem as
distributed file systems, with the additional problem of weak
integration with applications. Applications can generally
write and read files directly to and from a distributed file
system. This is not the case with FTP, as the customer has
to manually use the client software to perform these opera-
tions as a separate task.

Email was originally invented for messaging. From the
beginning, the model it employs to make files accessible
remotely is necessarily inefficient. Email’s model for mak-
ing files accessible is in the form of an email “attachment”.
Attachments are so named because they piggy-back on a
message sent from one customer to another. A customer can
make a file remotely available using email by attaching the
file to an email and sending it to himself. He can then
retrieve the file from a remote location by accessing the
message on the email server. Email used in this way is even
worse than FTP as the process is even more manual: a
customer must find the message containing the file before he
can even access it. Further, the location in which the
attachment lives is read only. If the customer, for example,
were to open the file, change it, then save it back out, the
results would be ambiguous to the user because the email
application, not the user, specified its location. Usually, the
saved file would end up buried in an email file cache in an
undisclosed area of the file system.

Flash Drives and External Disk Drives, although seem-
ingly the most “primitive” way to ensure file availability,
avoid all the problems related to network latency. However,
these devices must be physically connected to the computer
on which the files will be accessed. These restrictions
preclude the customer from employing several effective
work-flows including: using more than one computer to
complete a single task (the files can only be accessed on one
computer) and setting up an automated backup (the com-
puter running the backup can’t guarantee that the storage
device will be connected come backup time). Further, to
ensure full availability of the files, the customer must carry
the device with them at all times, and must follow the
associated protocols for mounting and dismounting the
device.

Other problems with the prior art not described above can
also be overcome using the teachings of embodiments of the
present invention, as would be readily apparent to one of
ordinary skill in the art after reading this disclosure.

SUMMARY OF THE INVENTION

In an embodiment, a system includes a first application
executable on a first electronic device. The system further
includes a second application executable on a second elec-
tronic device in communication with the first electronic
device. The second electronic device is configured to store
a first electronic file. Subsequent to a user modifying the first
electronic file, the second application is operable to auto-
matically transfer the modified first electronic file, or a copy
thereof, to the first electronic device. The system further
includes a third application executable on a third electronic
device in communication with the first electronic device.
The third electronic device is configured to store a second
electronic file. Subsequent to the user modifying the second
electronic file, the third application is operable to automati-
cally transfer the modified second electronic file, or a copy
thereof, to the first electronic device. The first application is
operable to automatically transfer the modified first elec-
tronic file or copy to the third electronic device, and auto-
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matically transfer the modified second electronic file or copy
to the second electronic device.

BRIEF DESCRIPTION OF THE DRAWING

Preferred and alternative embodiments of the present
invention are described in detail below with reference to the
following drawings.

FIG. 1 is a schematic view of an exemplary operating
environment in which an embodiment of the invention can
be implemented;

FIG. 2 is a functional block diagram of an exemplary
operating environment in which an embodiment of the
invention can be implemented; and

FIG. 3 is a functional block diagram illustrating file
sharing and/or synchronization according to an embodiment
of the invention.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENT

An embodiment of the invention leverages remote pro-
gramming concepts by utilizing processes called mobile
agents (sometimes referred to as mobile objects or agent
objects). Generally speaking, these concepts provide the
ability for an object (the mobile agent object) existing on a
first (“host”) computer system to transplant itself to a second
(“remote host™) computer system while preserving its cur-
rent execution state. The operation of a mobile agent object
is described briefly below.

The instructions of the mobile agent object, its preserved
execution state, and other objects owned by the mobile agent
object are packaged, or “encoded,” to generate a string of
data that is configured so that the string of data can be
transported by all standard means of communication over a
computer network. Once transported to the remote host, the
string of data is decoded to generate a computer process, still
called the mobile agent object, within the remote host
system. The decoded mobile agent object includes those
objects encoded as described above and remains in its
preserved execution state. The remote host computer system
resumes execution of the mobile agent object which is now
operating in the remote host environment.

While now operating in the new environment, the instruc-
tions of the mobile agent object are executed by the remote
host to perform operations of any complexity, including
defining, creating, and manipulating data objects and inter-
acting with other remote host computer objects.

File transfer and/or synchronization, according to an
embodiment, may be accomplished using some or all of the
concepts described in commonly owned U.S. patent appli-
cation Ser. No. 11/739,083, entitled “Electronic File Shar-
ing,” the entirety of which is incorporated by reference as if
fully set forth herein.

FIG. 1 illustrates an example of a suitable computing
system environment 100 in which one or more embodiments
of the invention may be implemented. The computing sys-
tem environment 100 is only one example of a suitable
computing environment and is not intended to suggest any
limitation as to the scope of use or functionality of the
invention. Neither should the computing environment 100
be interpreted as having any dependency or requirement
relating to any one or combination of components illustrated
in the exemplary operating environment 100.

Embodiments of the invention are operational with
numerous other general purpose or special purpose comput-
ing system environments or configurations. Examples of
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well known computing systems, environments, and/or con-
figurations that may be suitable for use with the invention
include, but are not limited to, personal computers, server
computers, hand-held or laptop devices, multiprocessor sys-
tems, microprocessor-based systems, set top boxes, pro-
grammable consumer electronics, network PCs, minicom-
puters, mainframe computers, distributed computing
environments that include any of the above systems or
devices, and the like.

Embodiments of the invention may be described in the
general context of computer-executable instructions, such as
program modules, being executed by a computer and/or by
computer-readable media on which such instructions or
modules can be stored. Generally, program modules include
routines, programs, objects, components, data structures,
etc. that perform particular tasks or implement particular
abstract data types. The invention may also be practiced in
distributed computing environments where tasks are per-
formed by remote processing devices that are linked through
a communications network. In a distributed computing
environment, program modules may be located in both local
and remote computer storage media including memory
storage devices.

With reference to FIG. 1, an exemplary system for imple-
menting the invention includes a general purpose computing
device in the form of a computer 110. Components of
computer 110 may include, but are not limited to, a pro-
cessing unit 120, a system memory 130, and a system bus
121 that couples various system components including the
system memory to the processing unit 120. The system bus
121 may be any of several types of bus structures including
a memory bus or memory controller, a peripheral bus, and a
local bus using any of a variety of bus architectures. By way
of example, and not limitation, such architectures include
Industry Standard Architecture (ISA) bus, Micro Channel
Architecture (MCA) bus, Enhanced ISA (FISA) bus, Video
Electronics Standards Association (VESA) local bus, and
Peripheral Component Interconnect (PCI) bus also known as
Mezzanine bus.

Computer 110 typically includes a variety of computer
readable media. Computer readable media can be any avail-
able media that can be accessed by computer 110 and
includes both volatile and nonvolatile media, removable and
non-removable media. By way of example, and not limita-
tion, computer readable media may comprise computer
storage media and communication media. Computer storage
media includes both volatile and nonvolatile, removable and
non-removable media implemented in any method or tech-
nology for storage of information such as computer readable
instructions, data structures, program modules or other data.
Computer storage media includes, but is not limited to,
RAM, ROM, EEPROM, flash memory or other memory
technology, CD-ROM, digital versatile disks (DVD) or other
optical disk storage, magnetic cassettes, magnetic tape,
magnetic disk storage or other magnetic storage devices, or
any other medium which can be used to store the desired
information and which can accessed by computer 110.
Communication media typically embodies computer read-
able instructions, data structures, program modules or other
data in a modulated data signal such as a carrier wave or
other transport mechanism and includes any information
delivery media. The term “modulated data signal” means a
signal that has one or more of its characteristics set or
changed in such a manner as to encode information in the
signal. By way of example, and not limitation, communi-
cation media includes wired media such as a wired network
or direct-wired connection, and wireless media such as
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acoustic, RF, infrared and other wireless media. Combina-
tions of the any of the above should also be included within
the scope of computer readable media.

The system memory 130 includes computer storage media
in the form of volatile and/or nonvolatile memory such as
read only memory (ROM) 131 and random access memory
(RAM) 132. A basic input/output system 133 (BIOS), con-
taining the basic routines that help to transfer information
between elements within computer 110, such as during
start-up, is typically stored in ROM 131. RAM 132 typically
contains data and/or program modules that are immediately
accessible to and/or presently being operated on by process-
ing unit 120. By way of example, and not limitation, FIG. 1
illustrates operating system 134, application programs 135,
other program modules 136, and program data 137.

The computer 110 may also include other removable/non-
removable, volatile/nonvolatile computer storage media. By
way of example only, FIG. 1 illustrates a hard disk drive 140
that reads from or writes to non-removable, nonvolatile
magnetic media, a magnetic disk drive 151 that reads from
or writes to a removable, nonvolatile magnetic disk 152, and
an optical disk drive 155 that reads from or writes to a
removable, nonvolatile optical disk 156 such as a CD ROM
or other optical media. Other removable/non-removable,
volatile/nonvolatile computer storage media that can be used
in the exemplary operating environment include, but are not
limited to, magnetic tape cassettes, flash memory cards,
digital versatile disks, digital video tape, solid state RAM,
solid state ROM, and the like. The hard disk drive 141 is
typically connected to the system bus 121 through a non-
removable memory interface such as interface 140, and
magnetic disk drive 151 and optical disk drive 155 are
typically connected to the system bus 121 by a removable
memory interface, such as interface 150.

The drives and their associated computer storage media
discussed above and illustrated in FIG. 1, provide storage of
computer readable instructions, data structures, program
modules and other data for the computer 110. In FIG. 1, for
example, hard disk drive 141 is illustrated as storing oper-
ating system 144, application programs 145, other program
modules 146, and program data 147. Note that these com-
ponents can either be the same as or different from operating
system 134, application programs 135, other program mod-
ules 136, and program data 137. Operating system 144,
application programs 145, other program modules 146, and
program data 147 are given different numbers here to
illustrate that, at a minimum, they are different copies. A user
may enter commands and information into the computer 20
through input devices such as a keyboard 162 and pointing
device 161, commonly referred to as a mouse, trackball or
touch pad. Other input devices (not shown) may include a
microphone, joystick, game pad, satellite dish, scanner, or
the like. These and other input devices are often connected
to the processing unit 120 through a user input interface 160
that is coupled to the system bus, but may be connected by
other interface and bus structures, such as a parallel port,
game port or a universal serial bus (USB). A monitor 191 or
other type of display device is also connected to the system
bus 121 via an interface, such as a video interface 190. In
addition to the monitor, computers may also include other
peripheral output devices such as speakers 197 and printer
196, which may be connected through an output peripheral
interface 190.

The computer 110 may operate in a networked environ-
ment using logical connections to one or more remote
computers, such as a remote computer 180. The remote
computer 180 may be a personal computer, a server, a router,
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a network PC, a peer device or other common network node,
and typically includes many or all of the elements described
above relative to the computer 110, although only a memory
storage device 181 has been illustrated in FIG. 1. The logical
connections depicted in FIG. 1 include a local area network
(LAN) 171 and a wide area network (WAN) 173, but may
also include other networks. Such networking environments
are commonplace in offices, enterprise-wide computer net-
works, intranets and the Internet.

When used in a LAN networking environment, the com-
puter 110 is connected to the LAN 171 through a network
interface or adapter 170. When used in a WAN networking
environment, the computer 110 typically includes a modem
172 or other means for establishing communications over
the WAN 173, such as the Internet. The modem 172, which
may be internal or external, may be connected to the system
bus 121 via the user input interface 160, or other appropriate
mechanism. In a networked environment, program modules
depicted relative to the computer 110, or portions thereof,
may be stored in the remote memory storage device. By way
of example, and not limitation, FIG. 1 illustrates remote
application programs 185 as residing on memory device
181. It will be appreciated that the network connections
shown are exemplary and other means of establishing a
communications link between the computers may be used.

Referring now to FIG. 2, an embodiment of the present
invention can be described in the context of an exemplary
computer network system 200 as illustrated. System 200
includes electronic user devices 210, 280, such as personal
computers or workstations, that are linked via a communi-
cation medium, such as a network 220 (e.g., the Internet), to
an electronic device or system, such as a server 230. The
server 230 may further be coupled, or otherwise have access,
to a database 240, electronic storage 270 and a computer
system 260. Although the embodiment illustrated in FIG. 2
includes one server 230 coupled to two user devices 210,
280 via the network 220, it should be recognized that
embodiments of the invention may be implemented using
two or more such user devices coupled to one or more such
servers.

In an embodiment, each of the user devices 210, 280 and
server 230 may include all or fewer than all of the features
associated with the computer 110 illustrated in and discussed
with reference to FIG. 1. User devices 210, 280 include or
are otherwise coupled to a computer screen or display 250,
290, respectively. User devices 210, 280 can be used for
various purposes including both network- and local-com-
puting processes.

The user devices 210, 280 are linked via the network 220
to server 230 so that computer programs, such as, for
example, a browser or other applications, running on one or
more of the user devices 210, 280 can cooperate in two-way
communication with server 230 and one or more applica-
tions running on server 230. Server 230 may be coupled to
database 240 and/or electronic storage 270 to retrieve infor-
mation therefrom and to store information thereto. Addi-
tionally, the server 230 may be coupled to the computer
system 260 in a manner allowing the server to delegate
certain processing functions to the computer system.

Referring now to FIG. 3, illustrated is functionality of an
embodiment of the invention allowing a user (not shown)
who owns or otherwise controls devices 210, 280 to auto-
matically maintain file synchronization between at least
devices 210, 280, or any other user devices on which
principles of the present invention are implemented. In an
embodiment, an administrator (not shown) of the server 230
or other appropriate electronic device transfers a file-transfer
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and/or synchronization application to the user devices 210,
280 for installation thereon. Once installed on the user
devices 210, 280, the file-transfer application provides file-
transfer clients 310, 320 executable by the user devices 210,
280, respectively. Each of the file-transfer clients 310, 320
may, but need not, include a respective mobile-agent run-
time environment 330, 340. The mobile-agent runtime envi-
ronment 330, 340 include portions of memory of the user
devices 210, 280 dedicated to allowing a mobile object the
ability to perform operations that the mobile object is
programmed to carry out. Also included in the file-transfer
application are user interfaces 350, 360 that are displayable
on the displays 250, 290, respectively. In an embodiment,
the interfaces 350, 360 allow a user to view, access and/or
organize files to be synched among the various user devices.

Generally, all files that the user desires to be synched or
shared may at some point be uploaded by one or more of the
user devices 210, 280 and stored in storage 270. Upon
receiving the files to be synched, the server 230 can store
such files in the storage 270 and/or transfer the files to one
or more of the respective hard drives of the user devices 210,
280, thereby enabling each respective user device to access
such files. In this manner, the server 230 is operable to treat
each hard drive of the respective user devices 210, 280 as a
local document cache for files received by the server.
Typically, the server 230 will store one or more of the
received files to the storage 270 only if the destination user
device is offline or otherwise temporarily not in communi-
cation with the server 230. Upon resuming communication
with the destination user device, the server 230 will transfer
the temporarily stored files to the destination device.

In operation, according to an embodiment, the user may
open and modify a file 370, such as a word-processing
document or other electronic file. Alternatively, the user may
create a first instance of the file 370. The user may have
previously have associated, or may now associate, the file
370 with the transfer client 310. Upon a predetermined and
user-configurable triggering event, the transfer client 310
transfers the modified file 370, or a copy of the modified file,
to the server 230. Such a triggering event may include, but
be not limited to, the user saving the file, the elapsing of a
predetermined amount of time during which the file has been
opened, or the re-initiation of a communication session
between the device 210 and the server 230.

The file 370 is transferred to the server 230 on which is
executing a synchronization application 380, which may
include a mobile-agent runtime environment. Through user
configuration, the synch application 380 monitors a set of
user devices to which the file 370 should be transferred to
effect file synchronization. In the illustrated embodiment,
this set of user devices includes the user device 280. The
synch application 380 polls the device 280 to determine
whether the device 280 is in communication with the server
230. If the device 280 is in communication with the server
230, the synch application 380 transfers the file 370 to the
device 280, whereupon the transfer client 320 resident on the
device 280 replaces the previous version of the file 370,
previously cached on the device 280, with the latest version
of the file 370 modified on the user device 210. If the device
280 is not currently in communication with the server 230,
the synch application 380 may store the file 370 in the
storage 270 until such time as communication between the
device 280 and server 230 is reestablished. As illustrated in
FIG. 3, a similar reverse-direction synchronization process
may be performed by the synch application 380 and the
transfer clients 310, 320 with regard to a file 315 modified
on device 280 and synchronized to device 210.
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In an embodiment, the user interfaces 350, 360 may
include a list of the customer’s documents and related
metadata, as well as any one-to-one or one-to-many rela-
tionships between the documents and metadata. An embodi-
ment can always provide customers with an accurate “pic-
ture” of their document collection, regardless of whether
their devices physically contain the documents. As alluded
to earlier, a problem with distributed file systems and FTP is
the latency between a file being put onto a file system and
it showing up on a remote machine. To prevent this problem,
an embodiment directory is decoupled from the movement
of files. An embodiment’s directory update system updates
at a higher priority than the documents to be synchronized.
This feature ensures that when a customer browses or
searches through his set of documents, they appear even if
they have not yet been cached locally on the user device. An
indicator signifying a document’s availability may be promi-
nently displayed adjacent to the document’s representation
so that customers are aware of the document’s availability.

An embodiment may include a stand-alone application
that allows customers to find and manage documents asso-
ciated with transfer clients 310, 320 by visualizing relation-
ships between documents and their metadata. It allows
customers to tag documents with any number of identifiers.
Customers can relate both documents and tags with each
other in any number of user-specified one-to-one and one-
to-many relationships, and an embodiment provides a user
interface to browse and search on these relationships. To
mitigate the customers’ learning curve, an embodiment can
implement relationships common to contemporary file sys-
tems, including a folder hierarchy. In addition to this, an
embodiment provides direct support for methods that the
customer uses to organize documents by manifesting them
as user interface idioms. This is unlike conventional docu-
ment filing systems which require the customer to work
within a strict folder metaphor for organization.

Some alternate methods that an embodiment supports for
organizing documents include:

Allow customers to organize their documents by appli-
cation. Many times customers remember the applica-
tion used to create a document instead of the docu-
ment’s name or its location in a hierarchy.

Allow customers to organize their documents by most
recent access. Customers are likely to access a docu-
ment they’ve accessed in the near past. Usually, such
documents are part of a task that the customer is
actively working.

Allow customers to organize their documents by project
or subproject.

Allow customers to organize their documents by people.
Many times, especially in the context of a collabora-
tion, a document is directly related to one or more
people other than the customer.

Allow the customer to organize their document by process
stage. Documents may represent one or more stages of
a process. Customers need a method for organizing
documents by process stage, and a mechanism for
moving the document through a set of predefined
stages.

Allow customers to organize their documents by any of
the aforementioned methods concurrently. These orga-
nization methods are not mutually exclusive.

An embodiment presents an interface that allows a cus-
tomer to locate one or more documents associated with the
transfer clients 310, 320 and open such document into a
separate software application. Since this interface is
intended to be used from within the separate application, that
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application may need to know how to invoke such interface.
Advantageously, this invocation behavior can be provided to
the application using the application’s plug-in APIL

An embodiment presents an interface that allows a cus-
tomer to synchronize a currently opened document accord-
ing to processes described elsewhere herein. This interface
can be invoked within an application and can be made
available to the application in the manner described above in
connection with the application’s plug-in API.

Some files associated with the transfer clients 310, 320 are
dependent on other files associated with the transfer clients
310, 320. For example, a desktop publishing document may
include images that are stored in files separate from the main
document. Previous file-synching solutions treat these files
as separate. Because of this, for example, a document
synchronized from the device 210 to the device 280 may be
opened by the user of the device 280 before the image files
have been fully transferred to the device 280. This causes the
document to fail to open, or break, since the image files
don’t exist or are incomplete. An embodiment prevents this
by: (1) always ensuring the file catalog (e.g., the stand-alone
application that allows customers to find and manage docu-
ments associated with transfer clients 310, 320, as discussed
above herein) is synchronized before any file data is syn-
chronized, and (2) pausing any file access by any program
until the file contents have been fully synchronized. In such
an embodiment, if a user attempts, using a software pro-
gram, to open a file whose related files haven’t yet finished
transferring to the local (hard drive) cache, if that software
attempts to open the related files, the software program is
blocked by an embodiment until the requested files are
downloaded and ready to access.

Other file sending and synchronizing software requires
the user to upload their data to a storage device owned by the
operator of the service. An embodiment treats storage as a
participant in the synchronization process; this means that
the user can choose the service or device where their files
will be stored. The file transfer/synching is abstracted from
the storage system allowing any storage to be used. An
embodiment treats storage like any other synch target, such
as a desktop computer, or a cell phone. As such, any device
owned or otherwise controlled by the user and running a
synch application, such as synch application 380, as pro-
vided in an embodiment of the invention can perform the
storage and/or synching functions described elsewhere
herein. That is, the user device 280 or user device 210, rather
than the server 230, may perform such functions.

While a preferred embodiment of the invention has been
illustrated and described, as noted above, many changes can
be made without departing from the spirit and scope of the
invention. For example, as an alternative to the approach
described with reference to FIG. 3, wherein the transfer
clients 310, 320 function to “push” modified or created files
to the synch application 380, the synch application 380 may
instead function to periodically “pull” or otherwise actively
retrieve such files from the transfer clients 310, 320 Instead,
the invention should be determined entirely by reference to
the claims that follow.

What is claimed is:

1. A system comprising:

a first electronic device, associated with a user, configured

to:

receive, via a first application at the first electronic
device, a copy of a modified first electronic file from
a second application at a second electronic device
associated with the user, wherein the modified first
electronic file copy is automatically received from
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the second application responsive to the user modi-
fying a content of the first electronic file;
determine whether the first electronic device is in
communication with a third electronic device;
automatically send, via the first application, the modi-
fied first electronic file copy to a third application at
the third electronic device responsive to the deter-
mination that the first electronic device is in com-
munication with the third electronic device and
responsive to receiving the modified first electronic
file copy from the second electronic device;
receive, via the first application, a copy of a modified
second electronic file from the third application at
the third electronic device associated with the user,
wherein the modified second electronic file copy is
automatically received from the third application
responsive to the user modifying a content of the
second electronic file;
determine whether the first electronic device is in
communication with the second electronic device;
and
automatically send, via the first application, the modi-
fied second electronic file copy to the second appli-
cation at the second electronic device responsive to
the determination that the first electronic device is in
communication with the second electronic device
and responsive to receiving the modified second
electronic file copy from the third electronic device,
wherein, responsive to sending the modified first elec-
tronic file copy to the third electronic device, an
older version of the first electronic file stored on the
third electronic device is automatically caused to be
replaced with the modified first electronic file copy
such that the modified first electronic file copy is
stored on the third electronic device in lieu of the
older version of the first electronic file, and
wherein, responsive to sending the modified second
electronic file copy to the second electronic device,
an older version of the second electronic file stored
on the second electronic device is automatically
caused to be replaced with the modified second
electronic file copy such that the modified second
electronic file copy is stored on the second electronic
device in lieu of the older version of the second
electronic file.

2. The system of claim 1, wherein at least one of the
second application or the third application comprises a
runtime environment for mobile-agent objects.

3. The system of claim 1, wherein the first electronic
device is configured to:

store, via the first application, the modified first electronic

file copy to a memory device associated with the first
electronic device.

4. The system of claim 3, wherein the modified first
electronic file copy is stored on the memory device associ-
ated with the first electronic device in lieu of an older
version of the first electronic file copy that was stored on the
memory device associated with the first electronic device.

5. The system of claim 3, wherein the modified first
electronic file copy is stored on the memory device associ-
ated with the first electronic device responsive to a deter-
mination that the first electronic device is not in communi-
cation with the third electronic device.

6. The system of claim 5, wherein the first electronic
device is configured to:

responsive to resuming communication with the third

electronic device, automatically transfer, via the first
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application, the modified first electronic file copy to the
third electronic device to cause the older version of the
first electronic file stored on the third electronic device
to be replaced with the modified first electronic file
copy.
7. The system of claim 1, wherein the second application
is operable to create a first mobile object, and wherein the
first mobile object is operable to create a proxy object at the
first electronic device.
8. The system of claim 7, wherein the first mobile object
is operable to provide the modified first electronic file copy
to the proxy object.
9. The system of claim 8, wherein the proxy object is
operable to store the modified first electronic file copy on a
memory device associated with the first electronic device.
10. A method comprising:
receiving, via a first application at a first electronic device,
a copy of a modified first electronic file from a second
application at a second electronic device associated
with a user, wherein the modified first electronic file
copy is automatically received from the second appli-
cation responsive to the user modifying a content of the
first electronic file;
determining whether the first electronic device is in
communication with a third electronic device;

automatically sending, via the first application, the modi-
fied first electronic file copy to a third application at the
third electronic device responsive to the determination
that the first electronic device is in communication with
the third electronic device and responsive to receiving
the modified first electronic file copy from the second
electronic device;
receiving, via the first application, a copy of a modified
second electronic file from the third application at the
third electronic device associated with the user,
wherein the modified second electronic file copy is
automatically received from the third application
responsive to the user modifying a content of the
second electronic file;
determining whether the first electronic device is in
communication with the second electronic device; and

automatically sending, via the first application, the modi-
fied second electronic file copy to the second applica-
tion at the second electronic device responsive to the
determination that the first electronic device is in
communication with the second electronic device and
responsive to receiving the modified second electronic
file copy from the third electronic device,

wherein, responsive to sending the modified first elec-

tronic file copy to the third electronic device, an older
version of the first electronic file stored on the third
electronic device is automatically caused to be replaced
with the modified first electronic file copy such that the
modified first electronic file copy is stored on the third
electronic device in lieu of the older version of the first
electronic file, and

wherein, responsive to sending the modified second elec-

tronic file copy to the second electronic device, an older
version of the second electronic file stored on the
second electronic device is automatically caused to be
replaced with the modified second electronic file copy
such that the modified second electronic file copy is
stored on the second electronic device in lieu of the
older version of the second electronic file.

11. The method of claim 10, wherein at least one of the
second application or the third application comprises a
runtime environment for mobile-agent objects.



Case 6:22-cv-01318-ADA Document 1 Filed 12/29/21 Page 112 of 170

US 10,067,942 B2

13 14

12. The method of claim 10, further comprising:

storing, via the first application, the modified first elec-
tronic file copy to a memory device associated with the
first electronic device.

13. The method of claim 12, wherein the modified first 5
electronic file copy is stored on the memory device associ-
ated with the first electronic device in lieu of an older
version of the first electronic file copy that was stored on the
memory device associated with the first electronic device.

14. The method of claim 12, wherein the modified first 10
electronic file copy is stored on the memory device associ-
ated with the first electronic device responsive to a deter-
mination that the first electronic device is not in communi-
cation with the third electronic device.

15. The method of claim 14, further comprising: 15

responsive to resuming communication with the third

electronic device, automatically transferring, via the
first application, the modified first electronic file copy

to the third electronic device to cause the older version

of the first electronic file stored on the third electronic 20
device to be replaced with the modified first electronic
file copy.

16. The method of claim 10, wherein the second appli-
cation is operable to create a first mobile object, and wherein
the first mobile object is operable to create a proxy object at 25
the first electronic device.

17. The method of claim 16, wherein the first mobile
object is operable to provide the modified first electronic file
copy to the proxy object.

18. The method of claim 17, wherein the proxy object is 30
operable to store the modified first electronic file copy on a
memory device associated with the first electronic device.

#* #* #* #* #*
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ARCHITECTURE FOR MANAGEMENT OF
DIGITAL FILES ACROSS DISTRIBUTED
NETWORK

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a continuation of U.S. patent applica-
tion Ser. No. 14/860,289, filed Sep. 21, 2015, which is a
continuation of U.S. patent application Ser. No. 12/267,852,
filed Nov. 10, 2008, which claims priority to U.S. Provi-
sional Application No. 60/986,896 entitled “ARCHITEC-
TURE FOR MANAGEMENT OF DIGITAL FILES
ACROSS DISTRIBUTED NETWORK?” and filed Nov. 9,
2007, the contents of which are hereby incorporated by
reference in their entirety.

FIELD OF THE INVENTION

This invention relates generally to computer-implemented
processes and, more specifically, to sharing of electronic
files among computer systems.

BACKGROUND OF THE INVENTION

Users of modern computing systems are increasingly
finding themselves in constantly-connected, high-speed net-
worked environments. The Web continues to be a killer
application, second only to email, on the Internet. Further,
customers are increasingly using more than one computing
device; a customer may have a desktop computer at home,
one at work, and a constantly connected “smart phone”. Due
to the confluence of these two trends, file management
across these devices has become a problem.

Although modern devices are easily connected, they do
not provide the customer a seamless environment; the cus-
tomer must manually handle many aspects of that connec-
tion. With regards to file management, customers must
manually move files between their devices using some
protocol like email, ftp, or by posting them on the Web.
These practices lead to problems that include:

The proliferation of redundant file copies. This prolifera-
tion creates a confusing environment where the cus-
tomer is unclear where the “official” or newest version
of a file exists.

The creation of an error-prone environment. Some docu-
ments, such as those associated with word processing
and desktop publishing, externally reference other files.
Copying such a document can break these references
causing errors that the customer has to handle manu-
ally. An example of such a document is a desktop
publishing document that contains a reference to an
image. If that image file is not transferred along with
the desktop publishing file, the image will appear as a
broken link.

Unnecessary complexity. Because devices tend to have
their own filing system, customers must manage a
different filing model on each of his devices. For
example, instead of having a single “Movies” folder, he
may have to deal with many “Movies” folders, which
may be in different locations on each of his devices.
Each device may also have its own security model,
further complicating the matter.

That a customer has to manually move files around to
ensure their accessibility on his devices is unnecessary, and
is an indicator of a lack of customer-focused design in
modern file systems. File systems in use today are direct
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offspring of systems used when graphical customer inter-
faces were nonexistent. Modern file system customer inter-
faces, such as Windows® Explorer and Mac OS X’s Finder
are just now starting to provide experiences that are more in
line to a customer’s workflow. Whereas, before, these inter-
faces were concerned with representing files with abstracted
icons, the file’s actual contents are becoming paramount in
how files are organized and presented.

Problems still exist with how these newer customer
interfaces are implemented. They are not completely inte-
grated with applications, suffer from performance problems,
and do not generally work well outside of a device’s local
file system.

There are several solutions to this problem that are in one
way or another inadequate to the task:

Remote Desktop software allows a customer to remotely
“see” his desktop. Remote desktop software screen-scrapes
a remote machine’s screen (a “server”) and displays it on a
screen local to the customer (a “client”). Remote desktop
gives a customer access to not only his files, but also to his
applications. However, this approach requires that the host
machine be turned on and connected to the internet at all
times. Consequently, this approach would not be appropriate
for mobile hosts such as laptops. Remote desktop does not
use the resources of a local machine. For full accessibility,
the customer would have to keep all files and application on
the host machine as any files stored on a client are not
guaranteed to be accessible.

Distributed File Systems, like remote desktop software,
place data on an always-connected host machine. Unlike
remote desktop software, the host machine is not one on
which the customer performs computing tasks. The host
machine is used as a storage mechanism, and any compu-
tation performed on that machine serves to supports its use
as such. Distributed file systems generally provide the right
functionality for customers to share files between their
devices. However, distributed file systems are usually
deployed as a shared resource; that is, other customers have
access to it. Because of this sharing, a customer’s files may
be buried deep in a filing structure, and it may not always be
immediately evident to customers what kind of access they
have to a particular file. Further, to use a distributed file
system, the customer must always be connected to it. Files
stored on a distributed file system are generally inaccessible
if the customer’s machine is not connected to it, unless the
customer has copied or moved the files to his machine’s
local hard drive. However, doing so immediately creates the
problem of having two filing systems for the same file,
creating a mental burden on the customer.

Additionally, accessing a file located on a distributed file
system tends to be slower than accessing files on the local
hard drive. Modern applications are usually written to
assume that the files they access are located locally, and thus
are not optimized to access remote files. When these appli-
cations are used with remote files, they can lose performance
by an order of magnitude. This problem can be fixed by
automatically caching often-used files on the local file
system, and only synchronizing them when they have been
changed. However, this separate synchronization step intro-
duces another problem: because the synchronization process
can be lengthy, the customer is never entirely sure if the file
he is remotely accessing is the latest version of the file,
versus an earlier one that has been marked to be updated.
Further, the directory may not reflect the existence of the file
at all until synchronization finishes.

FTP is similar to a distributed file system with regards to
files being hosted on a remote server. However FTP gener-
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ally does manifest as a “disk drive” on the customer’s
desktop; the customer must use special FTP client software
to access an FTP server. It shares the same problem as
distributed file systems, with the additional problem of weak
integration with applications. Applications can generally
write and read files directly to and from a distributed file
system. This is not the case with FTP, as the customer has
to manually use the client software to perform these opera-
tions as a separate task.

Email was originally invented for messaging. From the
beginning, the model it employs to make files accessible
remotely is necessarily inefficient. Email’s model for mak-
ing files accessible is in the form of an email “attachment”.
Attachments are so named because they piggy-back on a
message sent from one customer to another. A customer can
make a file remotely available using email by attaching the
file to an email and sending it to himself. He can then
retrieve the file from a remote location by accessing the
message on the email server. Email used in this way is even
worse than FTP as the process is even more manual: a
customer must find the message containing the file before he
can even access it. Further, the location in which the
attachment lives is read only. If the customer, for example,
were to open the file, change it, then save it back out, the
results would be ambiguous to the user because the email
application, not the user, specified its location. Usually, the
saved file would end up buried in an email file cache in an
undisclosed area of the file system.

Flash Drives and External Disk Drives, although seem-
ingly the most “primitive” way to ensure file availability,
avoid all the problems related to network latency. However,
these devices must be physically connected to the computer
on which the files will be accessed. These restrictions
preclude the customer from employing several effective
work-flows including: using more than one computer to
complete a single task (the files can only be accessed on one
computer) and setting up an automated backup (the com-
puter running the backup can’t guarantee that the storage
device will be connected come backup time). Further, to
ensure full availability of the files, the customer must carry
the device with them at all times, and must follow the
associated protocols for mounting and dismounting the
device.

Other problems with the prior art not described above can
also be overcome using the teachings of embodiments of the
present invention, as would be readily apparent to one of
ordinary skill in the art after reading this disclosure.

SUMMARY OF THE INVENTION

In certain embodiments, automatic modification-triggered
transfer of a file among two or more computer systems
associated with a user. In some embodiments, a copy of a
first file may be received, via a first application at a first
computer system, from a second application at a second
computer system associated with a user. The first file copy
may be automatically received from the second application
responsive to the user modifying a content of the first file,
where the first file copy is a version of the first file that is
generated from the user modifying the content of the first
file. Responsive to receiving the first file copy from the
second computer system, the first file copy may be auto-
matically transferred via the first application to a third
computer system associated with the user to replace an older
version of the first file stored on the third computer system.
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4
BRIEF DESCRIPTION OF THE DRAWING

Preferred and alternative embodiments of the present
invention are described in detail below with reference to the
following drawings.

FIG. 1 is a schematic view of an exemplary operating
environment in which an embodiment of the invention can
be implemented;

FIG. 2 is a functional block diagram of an exemplary
operating environment in which an embodiment of the
invention can be implemented; and

FIG. 3 is a functional block diagram illustrating file
sharing and/or synchronization according to an embodiment
of the invention.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENT

An embodiment of the invention leverages remote pro-
gramming concepts by utilizing processes called mobile
agents (sometimes referred to as mobile objects or agent
objects). Generally speaking, these concepts provide the
ability for an object (the mobile agent object) existing on a
first (“host”) computer system to transplant itself to a second
(“remote host”) computer system while preserving its cur-
rent execution state. The operation of a mobile agent object
is described briefly below.

The instructions of the mobile agent object, its preserved
execution state, and other objects owned by the mobile agent
object are packaged, or “encoded,” to generate a string of
data that is configured so that the string of data can be
transported by all standard means of communication over a
computer network. Once transported to the remote host, the
string of data is decoded to generate a computer process, still
called the mobile agent object, within the remote host
system. The decoded mobile agent object includes those
objects encoded as described above and remains in its
preserved execution state. The remote host computer system
resumes execution of the mobile agent object which is now
operating in the remote host environment.

While now operating in the new environment, the instruc-
tions of the mobile agent object are executed by the remote
host to perform operations of any complexity, including
defining, creating, and manipulating data objects and inter-
acting with other remote host computer objects.

File transfer and/or synchronization, according to an
embodiment, may be accomplished using some or all of the
concepts described in commonly owned U.S. patent appli-
cation Ser. No. 11/739,083, entitled “Electronic File Shar-
ing,” the entirety of which is incorporated by reference as if
fully set forth herein.

FIG. 1 illustrates an example of a suitable computing
system environment 100 in which one or more embodiments
of the invention may be implemented. The computing sys-
tem environment 100 is only one example of a suitable
computing environment and is not intended to suggest any
limitation as to the scope of use or functionality of the
invention. Neither should the computing environment 100
be interpreted as having any dependency or requirement
relating to any one or combination of components illustrated
in the exemplary operating environment 100.

Embodiments of the invention are operational with
numerous other general purpose or special purpose comput-
ing system environments or configurations. Examples of
well known computing systems, environments, and/or con-
figurations that may be suitable for use with the invention
include, but are not limited to, personal computers, server
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computers, hand-held or laptop devices, multiprocessor sys-
tems, microprocessor-based systems, set top boxes, pro-
grammable consumer electronics, network PCs, minicom-
puters, mainframe computers, distributed computing
environments that include any of the above systems or
devices, and the like.

Embodiments of the invention may be described in the
general context of computer-executable instructions, such as
program modules, being executed by a computer and/or by
computer-readable media on which such instructions or
modules can be stored. Generally, program modules include
routines, programs, objects, components, data structures,
etc. that perform particular tasks or implement particular
abstract data types. The invention may also be practiced in
distributed computing environments where tasks are per-
formed by remote processing devices that are linked through
a communications network. In a distributed computing
environment, program modules may be located in both local
and remote computer storage media including memory
storage devices.

With reference to FIG. 1, an exemplary system for imple-
menting the invention includes a general purpose computing
device in the form of a computer 110. Components of
computer 110 may include, but are not limited to, a pro-
cessing unit 120, a system memory 130, and a system bus
121 that couples various system components including the
system memory to the processing unit 120. The system bus
121 may be any of several types of bus structures including
a memory bus or memory controller, a peripheral bus, and a
local bus using any of a variety of bus architectures. By way
of example, and not limitation, such architectures include
Industry Standard Architecture (ISA) bus, Micro Channel
Architecture (MCA) bus, Enhanced ISA (FISA) bus, Video
Electronics Standards Association (VESA) local bus, and
Peripheral Component Interconnect (PCI) bus also known as
Mezzanine bus.

Computer 110 typically includes a variety of computer
readable media. Computer readable media can be any avail-
able media that can be accessed by computer 110 and
includes both volatile and nonvolatile media, removable and
non-removable media. By way of example, and not limita-
tion, computer readable media may comprise computer
storage media and communication media. Computer storage
media includes both volatile and nonvolatile, removable and
non-removable media implemented in any method or tech-
nology for storage of information such as computer readable
instructions, data structures, program modules or other data.
Computer storage media includes, but is not limited to,
RAM, ROM, EEPROM, flash memory or other memory
technology, CD-ROM, digital versatile disks (DVD) or other
optical disk storage, magnetic cassettes, magnetic tape,
magnetic disk storage or other magnetic storage devices, or
any other medium which can be used to store the desired
information and which can accessed by computer 110.
Communication media typically embodies computer read-
able instructions, data structures, program modules or other
data in a modulated data signal such as a carrier wave or
other transport mechanism and includes any information
delivery media. The term “modulated data signal” means a
signal that has one or more of its characteristics set or
changed in such a manner as to encode information in the
signal. By way of example, and not limitation, communi-
cation media includes wired media such as a wired network
or direct-wired connection, and wireless media such as
acoustic, RF, infrared and other wireless media. Combina-
tions of the any of the above should also be included within
the scope of computer readable media.
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The system memory 130 includes computer storage media
in the form of volatile and/or nonvolatile memory such as
read only memory (ROM) 131 and random access memory
(RAM) 132. A basic input/output system 133 (BIOS), con-
taining the basic routines that help to transfer information
between elements within computer 110, such as during
start-up, is typically stored in ROM 131. RAM 132 typically
contains data and/or program modules that are immediately
accessible to and/or presently being operated on by process-
ing unit 120. By way of example, and not limitation, FIG. 1
illustrates operating system 134, application programs 135,
other program modules 136, and program data 137.

The computer 110 may also include other removable/non-
removable, volatile/nonvolatile computer storage media. By
way of example only, FIG. 1 illustrates a hard disk drive 140
that reads from or writes to non-removable, nonvolatile
magnetic media, a magnetic disk drive 151 that reads from
or writes to a removable, nonvolatile magnetic disk 152, and
an optical disk drive 155 that reads from or writes to a
removable, nonvolatile optical disk 156 such as a CD ROM
or other optical media. Other removable/non-removable,
volatile/nonvolatile computer storage media that can be used
in the exemplary operating environment include, but are not
limited to, magnetic tape cassettes, flash memory cards,
digital versatile disks, digital video tape, solid state RAM,
solid state ROM, and the like. The hard disk drive 141 is
typically connected to the system bus 121 through a non-
removable memory interface such as interface 140, and
magnetic disk drive 151 and optical disk drive 155 are
typically connected to the system bus 121 by a removable
memory interface, such as interface 150.

The drives and their associated computer storage media
discussed above and illustrated in FIG. 1, provide storage of
computer readable instructions, data structures, program
modules and other data for the computer 110. In FIG. 1, for
example, hard disk drive 141 is illustrated as storing oper-
ating system 144, application programs 145, other program
modules 146, and program data 147. Note that these com-
ponents can either be the same as or different from operating
system 134, application programs 135, other program mod-
ules 136, and program data 137. Operating system 144,
application programs 145, other program modules 146, and
program data 147 are given different numbers here to
illustrate that, at a minimum, they are different copies. A user
may enter commands and information into the computer 20
through input devices such as a keyboard 162 and pointing
device 161, commonly referred to as a mouse, trackball or
touch pad. Other input devices (not shown) may include a
microphone, joystick, game pad, satellite dish, scanner, or
the like. These and other input devices are often connected
to the processing unit 120 through a user input interface 160
that is coupled to the system bus, but may be connected by
other interface and bus structures, such as a parallel port,
game port or a universal serial bus (USB). A monitor 191 or
other type of display device is also connected to the system
bus 121 via an interface, such as a video interface 190. In
addition to the monitor, computers may also include other
peripheral output devices such as speakers 197 and printer
196, which may be connected through an output peripheral
interface 190.

The computer 110 may operate in a networked environ-
ment using logical connections to one or more remote
computers, such as a remote computer 180. The remote
computer 180 may be a personal computer, a server, a router,
a network PC, a peer device or other common network node,
and typically includes many or all of the elements described
above relative to the computer 110, although only a memory
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storage device 181 has been illustrated in FIG. 1. The logical
connections depicted in FIG. 1 include a local area network
(LAN) 171 and a wide area network (WAN) 173, but may
also include other networks. Such networking environments
are commonplace in offices, enterprise-wide computer net-
works, intranets and the Internet.

When used in a LAN networking environment, the com-
puter 110 is connected to the LAN 171 through a network
interface or adapter 170. When used in a WAN networking
environment, the computer 110 typically includes a modem
172 or other means for establishing communications over
the WAN 173, such as the Internet. The modem 172, which
may be internal or external, may be connected to the system
bus 121 via the user input interface 160, or other appropriate
mechanism. In a networked environment, program modules
depicted relative to the computer 110, or portions thereof,
may be stored in the remote memory storage device. By way
of example, and not limitation, FIG. 1 illustrates remote
application programs 185 as residing on memory device
181. It will be appreciated that the network connections
shown are exemplary and other means of establishing a
communications link between the computers may be used.

Referring now to FIG. 2, an embodiment of the present
invention can be described in the context of an exemplary
computer network system 200 as illustrated. System 200
includes electronic user devices 210, 280, such as personal
computers or workstations, that are linked via a communi-
cation medium, such as a network 220 (e.g., the Internet), to
an electronic device or system, such as a server 230. The
server 230 may further be coupled, or otherwise have access,
to a database 240, electronic storage 270 and a computer
system 260. Although the embodiment illustrated in FIG. 2
includes one server 230 coupled to two user devices 210,
280 via the network 220, it should be recognized that
embodiments of the invention may be implemented using
two or more such user devices coupled to one or more such
servers.

In an embodiment, each of the user devices 210, 280 and
server 230 may include all or fewer than all of the features
associated with the computer 110 illustrated in and discussed
with reference to FIG. 1. User devices 210, 280 include or
are otherwise coupled to a computer screen or display 250,
290, respectively. User devices 210, 280 can be used for
various purposes including both network- and local-com-
puting processes.

The user devices 210, 280 are linked via the network 220
to server 230 so that computer programs, such as, for
example, a browser or other applications, running on one or
more of the user devices 210, 280 can cooperate in two-way
communication with server 230 and one or more applica-
tions running on server 230. Server 230 may be coupled to
database 240 and/or electronic storage 270 to retrieve infor-
mation therefrom and to store information thereto. Addi-
tionally, the server 230 may be coupled to the computer
system 260 in a manner allowing the server to delegate
certain processing functions to the computer system.

Referring now to FIG. 3, illustrated is functionality of an
embodiment of the invention allowing a user (not shown)
who owns or otherwise controls devices 210, 280 to auto-
matically maintain file synchronization between at least
devices 210, 280, or any other user devices on which
principles of the present invention are implemented. In an
embodiment, an administrator (not shown) of the server 230
or other appropriate electronic device transfers a file-transfer
and/or synchronization application to the user devices 210,
280 for installation thereon. Once installed on the user
devices 210, 280, the file-transfer application provides file-
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transfer clients 310, 320 executable by the user devices 210,
280, respectively. Each of the file-transfer clients 310, 320
may, but need not, include a respective mobile-agent run-
time environment 330, 340. The mobile-agent runtime envi-
ronment 330, 340 include portions of memory of the user
devices 210, 280 dedicated to allowing a mobile object the
ability to perform operations that the mobile object is
programmed to carry out. Also included in the file-transfer
application are user interfaces 350, 360 that are displayable
on the displays 250, 290, respectively. In an embodiment,
the interfaces 350, 360 allow a user to view, access and/or
organize files to be synched among the various user devices.

Generally, all files that the user desires to be synched or
shared may at some point be uploaded by one or more of the
user devices 210, 280 and stored in storage 270. Upon
receiving the files to be synched, the server 230 can store
such files in the storage 270 and/or transfer the files to one
or more of the respective hard drives of the user devices 210,
280, thereby enabling each respective user device to access
such files. In this manner, the server 230 is operable to treat
each hard drive of the respective user devices 210, 280 as a
local document cache for files received by the server.
Typically, the server 230 will store one or more of the
received files to the storage 270 only if the destination user
device is offline or otherwise temporarily not in communi-
cation with the server 230. Upon resuming communication
with the destination user device, the server 230 will transfer
the temporarily stored files to the destination device.

In operation, according to an embodiment, the user may
open and modify a file 370, such as a word-processing
document or other electronic file. Alternatively, the user may
create a first instance of the file 370. The user may have
previously have associated, or may now associate, the file
370 with the transfer client 310. Upon a predetermined and
user-configurable triggering event, the transfer client 310
transfers the modified file 370, or a copy of the modified file,
to the server 230. Such a triggering event may include, but
be not limited to, the user saving the file, the elapsing of a
predetermined amount of time during which the file has been
opened, or the re-initiation of a communication session
between the device 210 and the server 230.

The file 370 is transferred to the server 230 on which is
executing a synchronization application 380, which may
include a mobile-agent runtime environment. Through user
configuration, the synch application 380 monitors a set of
user devices to which the file 370 should be transferred to
effect file synchronization. In the illustrated embodiment,
this set of user devices includes the user device 280. The
synch application 380 polls the device 280 to determine
whether the device 280 is in communication with the server
230. If the device 280 is in communication with the server
230, the synch application 380 transfers the file 370 to the
device 280, whereupon the transfer client 320 resident on the
device 280 replaces the previous version of the file 370,
previously cached on the device 280, with the latest version
of the file 370 modified on the user device 210. If the device
280 is not currently in communication with the server 230,
the synch application 380 may store the file 370 in the
storage 270 until such time as communication between the
device 280 and server 230 is reestablished. As illustrated in
FIG. 3, a similar reverse-direction synchronization process
may be performed by the synch application 380 and the
transfer clients 310, 320 with regard to a file 315 modified
on device 280 and synchronized to device 210.

In an embodiment, the user interfaces 350, 360 may
include a list of the customer’s documents and related
metadata, as well as any one-to-one or one-to-many rela-
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tionships between the documents and metadata. An embodi-
ment can always provide customers with an accurate “pic-
ture” of their document collection, regardless of whether
their devices physically contain the documents. As alluded
to earlier, a problem with distributed file systems and FTP is
the latency between a file being put onto a file system and
it showing up on a remote machine. To prevent this problem,
an embodiment directory is decoupled from the movement
of files. An embodiment’s directory update system updates
at a higher priority than the documents to be synchronized.
This feature ensures that when a customer browses or
searches through his set of documents, they appear even if
they have not yet been cached locally on the user device. An
indicator signifying a document’s availability may be promi-
nently displayed adjacent to the document’s representation
so that customers are aware of the document’s availability.

An embodiment may include a stand-alone application
that allows customers to find and manage documents asso-
ciated with transfer clients 310, 320 by visualizing relation-
ships between documents and their metadata. It allows
customers to tag documents with any number of identifiers.
Customers can relate both documents and tags with each
other in any number of user-specified one-to-one and one-
to-many relationships, and an embodiment provides a user
interface to browse and search on these relationships. To
mitigate the customers’ learning curve, an embodiment can
implement relationships common to contemporary file sys-
tems, including a folder hierarchy. In addition to this, an
embodiment provides direct support for methods that the
customer uses to organize documents by manifesting them
as user interface idioms. This is unlike conventional docu-
ment filing systems which require the customer to work
within a strict folder metaphor for organization.

Some alternate methods that an embodiment supports for
organizing documents include:

Allow customers to organize their documents by appli-
cation. Many times customers remember the applica-
tion used to create a document instead of the docu-
ment’s name or its location in a hierarchy.

Allow customers to organize their documents by most
recent access. Customers are likely to access a docu-
ment they’ve accessed in the near past. Usually, such
documents are part of a task that the customer is
actively working.

Allow customers to organize their documents by project
or subproject.

Allow customers to organize their documents by people.
Many times, especially in the context of a collabora-
tion, a document is directly related to one or more
people other than the customer.

Allow the customer to organize their document by process
stage. Documents may represent one or more stages of
a process. Customers need a method for organizing
documents by process stage, and a mechanism for
moving the document through a set of predefined
stages.

Allow customers to organize their documents by any of
the aforementioned methods concurrently. These orga-
nization methods are not mutually exclusive.

An embodiment presents an interface that allows a cus-
tomer to locate one or more documents associated with the
transfer clients 310, 320 and open such document into a
separate software application. Since this interface is
intended to be used from within the separate application, that
application may need to know how to invoke such interface.
Advantageously, this invocation behavior can be provided to
the application using the application’s plug-in API.
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An embodiment presents an interface that allows a cus-
tomer to synchronize a currently opened document accord-
ing to processes described elsewhere herein. This interface
can be invoked within an application and can be made
available to the application in the manner described above in
connection with the application’s plug-in APL

Some files associated with the transfer clients 310, 320 are
dependent on other files associated with the transfer clients
310, 320. For example, a desktop publishing document may
include images that are stored in files separate from the main
document. Previous file-synching solutions treat these files
as separate. Because of this, for example, a document
synchronized from the device 210 to the device 280 may be
opened by the user of the device 280 before the image files
have been fully transferred to the device 280. This causes the
document to fail to open, or break, since the image files
don’t exist or are incomplete. An embodiment prevents this
by: (1) always ensuring the file catalog (e.g., the stand-alone
application that allows customers to find and manage docu-
ments associated with transfer clients 310, 320, as discussed
above herein) is synchronized before any file data is syn-
chronized, and (2) pausing any file access by any program
until the file contents have been fully synchronized. In such
an embodiment, if a user attempts, using a software pro-
gram, to open a file whose related files haven’t yet finished
transferring to the local (hard drive) cache, if that software
attempts to open the related files, the software program is
blocked by an embodiment until the requested files are
downloaded and ready to access.

Other file sending and synchronizing software requires
the user to upload their data to a storage device owned by the
operator of the service. An embodiment treats storage as a
participant in the synchronization process; this means that
the user can choose the service or device where their files
will be stored. The file transfer/synching is abstracted from
the storage system allowing any storage to be used. An
embodiment treats storage like any other synch target, such
as a desktop computer, or a cell phone. As such, any device
owned or otherwise controlled by the user and running a
synch application, such as synch application 380, as pro-
vided in an embodiment of the invention can perform the
storage and/or synching functions described elsewhere
herein. That is, the user device 280 or user device 210, rather
than the server 230, may perform such functions.

While a preferred embodiment of the invention has been
illustrated and described, as noted above, many changes can
be made without departing from the spirit and scope of the
invention. For example, as an alternative to the approach
described with reference to FIG. 3, wherein the transfer
clients 310, 320 function to “push” modified or created files
to the synch application 380, the synch application 380 may
instead function to periodically “pull” or otherwise actively
retrieve such files from the transfer clients 310, 320 Instead,
the invention should be determined entirely by reference to
the claims that follow.

What is claimed is:

1. A system comprising:

a server system comprising one or more processors pro-
grammed with computer program instructions that,
when executed, cause the server system to:
receive, over a network, a copy of a first file from a first

client device associated with a user, wherein the
copy of the first file is automatically received from
the first client device responsive to the user modi-
fying a content of the first file stored on the first
client device, the copy of the first file being a version
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of the first file that is generated from the user
modifying the content of the first file;
receive, from the first client device, first metadata
associated with the version of the first file that is
generated from the user modifying the content of the
first file, the first metadata being assigned a first
priority greater than a second priority assigned to the
copy of the first file;
determine that the server system is not in communica-
tion with a second client device associated with the
user;
store the copy of the first file on the server system;
automatically transfer the first metadata to the second
client device based on the first priority being greater
than the second priority such that the first metadata
is transferred to the second client device prior to the
copy of the first file being transferred to the second
client device; and
automatically transfer, over a network, the copy of the
first file to the second client device associated with
the user to replace an older version of the first file
stored on the second client device, responsive to (i)
resuming communication with the second client
device and (ii) receiving the copy of the first file from
the first client device.
2. The system of claim 1, wherein the computer program
instructions, when executed, cause the server system to:
store the copy of the first file to a memory device
associated with the server system, wherein the copy of
the first file is stored on the memory device associated
with the server system responsive to determining that
the server system is not in communication with the
second client device.
3. The system of claim 1, wherein at least one of the server
system or the first client device comprises a priority assign-
ment configuration to assign greater priority to metadata
associated with files than priority assigned to the files such
that at least one of the server system or the first client device
assigns the first priority to the first metadata and the second
priority to the copy of the first file based on the priority
assignment configuration.
4. The system of claim 1, wherein availability of the
version of the first file is presented at the second client
device based on the first metadata.
5. The system of claim 1, wherein the server system is
caused to:
receive a copy of a second file from the second client
device associated with the user, wherein the copy of the
second file is automatically received from the second
client device responsive to the user modifying a content
of the second file stored on the second client device, the
copy of the second file being a version of the second file
that is generated from the user modifying the content of
the second file;
determine that the server system is in communication with
the first client device associated with the user; and

automatically transfer the copy of the second file to the
first client device associated with the user to replace an
older version of the second file stored on the first client
device, responsive to (i) determining that the server
system is in communication with the first client device
and (ii) receiving the copy of the second file from the
second client device.

6. The system of claim 1, wherein the computer program
instructions, when executed, cause the server system to:

periodically perform a pull request, wherein the copy of

the first file is automatically received from the first
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client device responsive to (i) the pull request and (ii)
the user modifying the content of the first file stored on
the first client device.

7. The system of claim 1, wherein the copy of the first file
is automatically received from the first client device respon-
sive to (1) a push request of the first client device and (ii) the
user modifying the content of the first file stored on the first
client device.

8. The system of claim 1, wherein the copy of the first file
is automatically received from a first application at the first
client device, and wherein the first application comprises a
runtime environment for one or more mobile-agent objects.

9. The system of claim 8, wherein the first application is
configured to create a first mobile object, and wherein the
first mobile object is configured to create a proxy object at
the server system.

10. The system of claim 9, wherein the first mobile object
is configured to provide the copy of the first file to the proxy
object.

11. The system of claim 10, wherein the proxy object is
configured to store the copy of the first file on a memory
device associated with the server system.

12. A method being implemented by a server system
comprising one or more processors executing computer
program instructions that, when executed, perform the
method, the method comprising:

receiving, by the server system, over a network, a copy of

a first file from a first client device associated with a
user, wherein the copy of the first file is automatically
received from the first client device responsive to the
user modifying a content of the first file stored on the
first client device, the copy of the first file being a
version of the first file that is generated from the user
modifying the content of the first file;

receiving, by the server system, from the first client

device, first metadata associated with the version of the
first file that is generated from the user modifying the
content of the first file, the first metadata being assigned
a first priority greater than a second priority assigned to
the copy of the first file;

determining, by the server system, that the server system

is not in communication with a second client device
associated with the user;

store the copy of the first file on the server system;

automatically transferring, by the server system, the first

metadata to the second client device based on the first
priority being greater than the second priority such that
the first metadata is transferred to the second client
device prior to the copy of the first file being transferred
to the second client device; and

automatically transferring, by the server system, over a

network, the copy of the first file to the second client
device associated with the user to replace an older
version of the first file stored on the second client
device, responsive to (i) resuming communication with
the second client device and (ii) receiving the copy of
the first file from the first client device.

13. The method of claim 12, further comprising:

storing, by the server system, the copy of the first file to

a memory device associated with the server system,
wherein the copy of the first file is stored on the
memory device associated with the server system
responsive to determining that the server system is not
in communication with the second client device.

14. The method of claim 12, wherein at least one of the
server system or the first client device comprises a priority
assignment configuration to assign greater priority to meta-
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data associated with files than priority assigned to the files
such that at least one of the server system or the first client
device assigns the first priority to the first metadata and the
second priority to the copy of the first file based on the
priority assignment configuration.
15. The method of claim 12, wherein the copy of the first
file is automatically received from a first application at the
first client device, wherein the first application comprises a
runtime environment for one or more mobile-agent objects,
and wherein the first application is configured to create a first
mobile object, and the first mobile object is configured to
create a proxy object at the server system and to provide the
copy of the first file to the proxy object.
16. The method of claim 15, wherein the proxy object is
configured to store the copy of the first file on a memory
device associated with the server system.
17. A system comprising:
a server system comprising one or more processors pro-
grammed with computer program instructions that,
when executed, cause the server system to:
receive, over a network, a copy of a first file from a first
client device associated with a user, wherein the
copy of the first file is automatically received from
the first client device responsive to the user modi-
fying a content of the first file stored on the first
client device, the copy of the first file being a version
of the first file that is generated from the user
modifying the content of the first file;

receive, from the first client device, first metadata
associated with the version of the first file that is
generated from the user modifying the content of the
first file, the first metadata being assigned a first
priority greater than a second priority assigned to the
copy of the first file, wherein at least one of the server
system or the first client device comprises a priority
assignment configuration to assign greater priority to
metadata associated with files than priority assigned
to the files such that at least one of the server system
or the first client device assigns the first priority to
the first metadata and the second priority to the copy
of the first file based on the priority assignment
configuration;

determine that the server system is not in communica-
tion with a second client device associated with the
user;

store the copy of the first file on the server system;

automatically transfer the first metadata to the second
client device based on the first priority being greater
than the second priority such that the first metadata
is transferred to the second client device prior to the
copy of the first file being transferred to the second
client device; and

automatically transfer, over a network, the copy of the
first file to the second client device associated with
the user, responsive to (i) resuming communication
with the second client device and (ii) receiving the
copy of the first file from the first client device,

wherein, responsive to transferring the copy of the first
file to the second client device, an older version of
the first file stored on the second client device is
automatically caused to be replaced with the copy of
the first file such that the copy of the first file is stored
on the second client device in lieu of the older
version of the first file.

18. The system of claim 17, wherein the copy of the first
file is automatically received from a first application at the
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first client device, wherein the first application comprises a
runtime environment for one or more mobile-agent objects,
and wherein the first application is configured to create a first
mobile object, the first mobile object is configured to create
a proxy object at the server system and to provide the copy
of the first file to the proxy object, and the proxy object is
configured to store the copy of the first file on a memory
device associated with the server system.

19. One or more non-transitory machine-readable media
storing instructions that, when executed by one or more
processors of a server system, cause operations comprising:

receiving, by the server system, over a network, a copy of

a first file from a first client device associated with a
user, wherein the copy of the first file is automatically
received from the first client device responsive to the
user modifying a content of the first file stored on the
first client device, the copy of the first file being a
version of the first file that is generated from the user
modifying the content of the first file;

receiving, by the server system, from the first client

device, first metadata associated with the version of the
first file that is generated from the user modifying the
content of the first file, the first metadata being assigned
a first priority greater than a second priority assigned to
the copy of the first file;

determining, by the server system, that the server system

is not in communication with a second client device
associated with the user;

storing, by the server system, the copy of the first file on

the server system;

automatically transferring, by the server system, the first

metadata to the second client device based on the first
priority being greater than the second priority such that
the first metadata is transferred to the second client
device prior to the copy of the first file being transferred
to the second client device; and

automatically transferring, by the server system, over a

network, the copy of the first file to the second client
device associated with the user to replace an older
version of the first file stored on the second client
device, responsive to (i) resuming communication with
the second client device and (ii) receiving the copy of
the first file from the first client device.

20. The one or more non-transitory machine-readable
media of claim 19, wherein at least one of the server system
or the first client device comprises a priority assignment
configuration to assign greater priority to metadata associ-
ated with files than priority assigned to the files such that at
least one of the server system or the first client device
assigns the first priority to the first metadata and the second
priority to the copy of the first file based on the priority
assignment configuration.

21. The one or more non-transitory machine-readable
media of claim 19, wherein the copy of the first file is
automatically received from a first application at the first
client device, wherein the first application comprises a
runtime environment for one or more mobile-agent objects,
and wherein the first application is configured to create a first
mobile object, the first mobile object is configured to create
a proxy object at the server system and to provide the copy
of the first file to the proxy object, and the proxy object is
configured to store the copy of the first file on a memory
device associated with the server system.

* #* #* #* #*
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1
PRE-FILE-TRANSFER UPDATE BASED ON
PRIORITIZED METADATA

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a continuation of U.S. patent applica-
tion Ser. No. 16/361,641, filed Mar. 22, 2019, which is a
continuation of U.S. patent application Ser. No. 16/017,348,
filed Jun. 25, 2018, which is a continuation of U.S. patent
application Ser. No. 14/860,289, filed Sep. 21, 2015, now
U.S. Pat. No. 10,067,942, which is a continuation of U.S.
patent application Ser. No. 12/267,852, filed Nov. 10, 2008,
now U.S. Pat. No. 9,143,561, which claims priority to U.S.
Provisional Application No. 60/986,896 entitled “ARCHI-
TECTURE FOR MANAGEMENT OF DIGITAL FILES
ACROSS DISTRIBUTED NETWORK” and filed Nov. 9,
2007, the contents of which are hereby incorporated by
reference in their entirety.

FIELD OF THE INVENTION

This invention relates generally to computer-implemented
processes and, more specifically, to sharing of electronic
files among computer systems.

BACKGROUND OF THE INVENTION

Users of modern computing systems are increasingly
finding themselves in constantly-connected, high-speed net-
worked environments. The Web continues to be a killer
application, second only to email, on the Internet. Further,
customers are increasingly using more than one computing
device; a customer may have a desktop computer at home,
one at work, and a constantly connected “smart phone”. Due
to the confluence of these two trends, file management
across these devices has become a problem.

Although modern devices are easily connected, they do
not provide the customer a seamless environment; the cus-
tomer must manually handle many aspects of that connec-
tion. With regards to file management, customers must
manually move files between their devices using some
protocol like email, ftp, or by posting them on the Web.
These practices lead to problems that include:

The proliferation of redundant file copies. This prolifera-
tion creates a confusing environment where the cus-
tomer is unclear where the “official” or newest version
of a file exists.

The creation of an error-prone environment. Some docu-
ments, such as those associated with word processing
and desktop publishing, externally reference other files.
Copying such a document can break these references
causing errors that the customer has to handle manu-
ally. An example of such a document is a desktop
publishing document that contains a reference to an
image. If that image file is not transferred along with
the desktop publishing file, the image will appear as a
broken link.

Unnecessary complexity. Because devices tend to have
their own filing system, customers must manage a
different filing model on each of his devices. For
example, instead of having a single “Movies” folder, he
may have to deal with many “Movies” folders, which
may be in different locations on each of his devices.
Each device may also have its own security model,
further complicating the matter.
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That a customer has to manually move files around to
ensure their accessibility on his devices is unnecessary, and
is an indicator of a lack of customer-focused design in
modern file systems. File systems in use today are direct
offspring of systems used when graphical customer inter-
faces were nonexistent. Modern file system customer inter-
faces, such as Windows® Explorer and Mac OS X’s Finder
are just now starting to provide experiences that are more in
line to a customer’s workflow. Whereas, before, these inter-
faces were concerned with representing files with abstracted
icons, the file’s actual contents are becoming paramount in
how files are organized and presented.

Problems still exist with how these newer customer
interfaces are implemented. They are not completely inte-
grated with applications, suffer from performance problems,
and do not generally work well outside of a device’s local
file system.

There are several solutions to this problem that are in one
way or another inadequate to the task:

Remote Desktop software allows a customer to remotely
“see” his desktop. Remote desktop software screen-scrapes
a remote machine’s screen (a “server”) and displays it on a
screen local to the customer (a “client”). Remote desktop
gives a customer access to not only his files, but also to his
applications. However, this approach requires that the host
machine be turned on and connected to the internet at all
times. Consequently, this approach would not be appropriate
for mobile hosts such as laptops. Remote desktop does not
use the resources of a local machine. For full accessibility,
the customer would have to keep all files and application on
the host machine as any files stored on a client are not
guaranteed to be accessible.

Distributed File Systems, like remote desktop software,
place data on an always-connected host machine. Unlike
remote desktop software, the host machine is not one on
which the customer performs computing tasks. The host
machine is used as a storage mechanism, and any compu-
tation performed on that machine serves to supports its use
as such. Distributed file systems generally provide the right
functionality for customers to share files between their
devices. However, distributed file systems are usually
deployed as a shared resource; that is, other customers have
access to it. Because of this sharing, a customer’s files may
be buried deep in a filing structure, and it may not always be
immediately evident to customers what kind of access they
have to a particular file. Further, to use a distributed file
system, the customer must always be connected to it. Files
stored on a distributed file system are generally inaccessible
if the customer’s machine is not connected to it, unless the
customer has copied or moved the files to his machine’s
local hard drive. However, doing so immediately creates the
problem of having two filing systems for the same file,
creating a mental burden on the customer.

Additionally, accessing a file located on a distributed file
system tends to be slower than accessing files on the local
hard drive. Modern applications are usually written to
assume that the files they access are located locally, and thus
are not optimized to access remote files. When these appli-
cations are used with remote files, they can lose performance
by an order of magnitude. This problem can be fixed by
automatically caching often-used files on the local file
system, and only synchronizing them when they have been
changed. However, this separate synchronization step intro-
duces another problem: because the synchronization process
can be lengthy, the customer is never entirely sure if the file
he is remotely accessing is the latest version of the file,
versus an earlier one that has been marked to be updated.
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Further, the directory may not reflect the existence of the file
at all until synchronization finishes.

FTP is similar to a distributed file system with regards to
files being hosted on a remote server. However FTP gener-
ally does manifest as a “disk drive” on the customer’s
desktop; the customer must use special FTP client software
to access an FTP server. It shares the same problem as
distributed file systems, with the additional problem of weak
integration with applications. Applications can generally
write and read files directly to and from a distributed file
system. This is not the case with FTP, as the customer has
to manually use the client software to perform these opera-
tions as a separate task.

Email was originally invented for messaging. From the
beginning, the model it employs to make files accessible
remotely is necessarily inefficient. Email’s model for mak-
ing files accessible is in the form of an email “attachment”.
Attachments are so named because they piggy-back on a
message sent from one customer to another. A customer can
make a file remotely available using email by attaching the
file to an email and sending it to himself. He can then
retrieve the file from a remote location by accessing the
message on the email server. Email used in this way is even
worse than FTP as the process is even more manual: a
customer must find the message containing the file before he
can even access it. Further, the location in which the
attachment lives is read only. If the customer, for example,
were to open the file, change it, then save it back out, the
results would be ambiguous to the user because the email
application, not the user, specified its location. Usually, the
saved file would end up buried in an email file cache in an
undisclosed area of the file system.

Flash Drives and External Disk Drives, although seem-
ingly the most “primitive” way to ensure file availability,
avoid all the problems related to network latency. However,
these devices must be physically connected to the computer
on which the files will be accessed. These restrictions
preclude the customer from employing several effective
work-flows including: using more than one computer to
complete a single task (the files can only be accessed on one
computer) and setting up an automated backup (the com-
puter running the backup can’t guarantee that the storage
device will be connected come backup time). Further, to
ensure full availability of the files, the customer must carry
the device with them at all times, and must follow the
associated protocols for mounting and dismounting the
device.

Other problems with the prior art not described above can
also be overcome using the teachings of embodiments of the
present invention, as would be readily apparent to one of
ordinary skill in the art after reading this disclosure.

SUMMARY OF THE INVENTION

In certain embodiments, automatic modification-triggered
transfer of a file among two or more computer systems
associated with a user. In some embodiments, a copy of a
first file may be received, via a first application at a first
computer system, from a second application at a second
computer system associated with a user. The first file copy
may be automatically received from the second application
responsive to the user modifying a content of the first file,
where the first file copy is a version of the first file that is
generated from the user modifying the content of the first
file. Responsive to receiving the first file copy from the
second computer system, the first file copy may be auto-
matically transferred via the first application to a third
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computer system associated with the user to replace an older
version of the first file stored on the third computer system.

In some embodiments, responsive to a user modifying a
content of the file at a first client device (associated with the
user), a server system may automatically receive a copy of
the file from the first client device, where the file copy may
be an updated version of the file that is generated from the
user modifying the content of the file. After receiving
metadata associated with the updated version of the file from
the first client device, the server system may automatically
transfer the metadata to a second client device associated
with the user such that, before the file copy is transferred to
the second client device, the transfer of the metadata to the
second client device causes a file representation of the file
presented on a user interface of the second client device to
be updated based on the metadata.

BRIEF DESCRIPTION OF THE DRAWING

Preferred and alternative embodiments of the present
invention are described in detail below with reference to the
following drawings.

FIG. 1 is a schematic view of an exemplary operating
environment in which an embodiment of the invention can
be implemented;

FIG. 2 is a functional block diagram of an exemplary
operating environment in which an embodiment of the
invention can be implemented; and

FIG. 3 is a functional block diagram illustrating file
sharing and/or synchronization according to an embodiment
of the invention.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENT

An embodiment of the invention leverages remote pro-
gramming concepts by utilizing processes called mobile
agents (sometimes referred to as mobile objects or agent
objects). Generally speaking, these concepts provide the
ability for an object (the mobile agent object) existing on a
first (“host”) computer system to transplant itself to a second
(“remote host™) computer system while preserving its cur-
rent execution state. The operation of a mobile agent object
is described briefly below.

The instructions of the mobile agent object, its preserved
execution state, and other objects owned by the mobile agent
object are packaged, or “encoded,” to generate a string of
data that is configured so that the string of data can be
transported by all standard means of communication over a
computer network. Once transported to the remote host, the
string of data is decoded to generate a computer process, still
called the mobile agent object, within the remote host
system. The decoded mobile agent object includes those
objects encoded as described above and remains in its
preserved execution state. The remote host computer system
resumes execution of the mobile agent object which is now
operating in the remote host environment.

While now operating in the new environment, the instruc-
tions of the mobile agent object are executed by the remote
host to perform operations of any complexity, including
defining, creating, and manipulating data objects and inter-
acting with other remote host computer objects.

File transfer and/or synchronization, according to an
embodiment, may be accomplished using some or all of the
concepts described in commonly owned U.S. patent appli-



Case 6:22-cv-01318-ADA Document 1 Filed 12/29/21 Page 136 of 170

US 10,642,787 B1

5
cation Ser. No. 11/739,083, entitled “Electronic File Shar-
ing,” the entirety of which is incorporated by reference as if
fully set forth herein.

FIG. 1 illustrates an example of a suitable computing
system environment 100 in which one or more embodiments
of the invention may be implemented. The computing sys-
tem environment 100 is only one example of a suitable
computing environment and is not intended to suggest any
limitation as to the scope of use or functionality of the
invention. Neither should the computing environment 100
be interpreted as having any dependency or requirement
relating to any one or combination of components illustrated
in the exemplary operating environment 100.

Embodiments of the invention are operational with
numerous other general purpose or special purpose comput-
ing system environments or configurations. Examples of
well known computing systems, environments, and/or con-
figurations that may be suitable for use with the invention
include, but are not limited to, personal computers, server
computers, hand-held or laptop devices, multiprocessor sys-
tems, microprocessor-based systems, set top boxes, pro-
grammable consumer electronics, network PCs, minicom-
puters, mainframe computers, distributed computing
environments that include any of the above systems or
devices, and the like.

Embodiments of the invention may be described in the
general context of computer-executable instructions, such as
program modules, being executed by a computer and/or by
computer-readable media on which such instructions or
modules can be stored. Generally, program modules include
routines, programs, objects, components, data structures,
etc. that perform particular tasks or implement particular
abstract data types. The invention may also be practiced in
distributed computing environments where tasks are per-
formed by remote processing devices that are linked through
a communications network. In a distributed computing
environment, program modules may be located in both local
and remote computer storage media including memory
storage devices.

With reference to FIG. 1, an exemplary system for imple-
menting the invention includes a general purpose computing
device in the form of a computer 110. Components of
computer 110 may include, but are not limited to, a pro-
cessing unit 120, a system memory 130, and a system bus
121 that couples various system components including the
system memory to the processing unit 120. The system bus
121 may be any of several types of bus structures including
a memory bus or memory controller, a peripheral bus, and a
local bus using any of a variety of bus architectures. By way
of example, and not limitation, such architectures include
Industry Standard Architecture (ISA) bus, Micro Channel
Architecture (MCA) bus, Enhanced ISA (FISA) bus, Video
Electronics Standards Association (VESA) local bus, and
Peripheral Component Interconnect (PCI) bus also known as
Mezzanine bus.

Computer 110 typically includes a variety of computer
readable media. Computer readable media can be any avail-
able media that can be accessed by computer 110 and
includes both volatile and nonvolatile media, removable and
non-removable media. By way of example, and not limita-
tion, computer readable media may comprise computer
storage media and communication media. Computer storage
media includes both volatile and nonvolatile, removable and
non-removable media implemented in any method or tech-
nology for storage of information such as computer readable
instructions, data structures, program modules or other data.
Computer storage media includes, but is not limited to,
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RAM, ROM, EEPROM, flash memory or other memory
technology, CD-ROM, digital versatile disks (DVD) or other
optical disk storage, magnetic cassettes, magnetic tape,
magnetic disk storage or other magnetic storage devices, or
any other medium which can be used to store the desired
information and which can accessed by computer 110.
Communication media typically embodies computer read-
able instructions, data structures, program modules or other
data in a modulated data signal such as a carrier wave or
other transport mechanism and includes any information
delivery media. The term “modulated data signal” means a
signal that has one or more of its characteristics set or
changed in such a manner as to encode information in the
signal. By way of example, and not limitation, communi-
cation media includes wired media such as a wired network
or direct-wired connection, and wireless media such as
acoustic, RF, infrared and other wireless media. Combina-
tions of the any of the above should also be included within
the scope of computer readable media.

The system memory 130 includes computer storage media
in the form of volatile and/or nonvolatile memory such as
read only memory (ROM) 131 and random access memory
(RAM) 132. A basic input/output system 133 (BIOS), con-
taining the basic routines that help to transfer information
between elements within computer 110, such as during
start-up, is typically stored in ROM 131. RAM 132 typically
contains data and/or program modules that are immediately
accessible to and/or presently being operated on by process-
ing unit 120. By way of example, and not limitation, FIG. 1
illustrates operating system 134, application programs 135,
other program modules 136, and program data 137.

The computer 110 may also include other removable/non-
removable, volatile/nonvolatile computer storage media. By
way of example only, FIG. 1 illustrates a hard disk drive 140
that reads from or writes to non-removable, nonvolatile
magnetic media, a magnetic disk drive 151 that reads from
or writes to a removable, nonvolatile magnetic disk 152, and
an optical disk drive 155 that reads from or writes to a
removable, nonvolatile optical disk 156 such as a CD ROM
or other optical media. Other removable/non-removable,
volatile/nonvolatile computer storage media that can be used
in the exemplary operating environment include, but are not
limited to, magnetic tape cassettes, flash memory cards,
digital versatile disks, digital video tape, solid state RAM,
solid state ROM, and the like. The hard disk drive 141 is
typically connected to the system bus 121 through a non-
removable memory interface such as interface 140, and
magnetic disk drive 151 and optical disk drive 155 are
typically connected to the system bus 121 by a removable
memory interface, such as interface 150.

The drives and their associated computer storage media
discussed above and illustrated in FIG. 1, provide storage of
computer readable instructions, data structures, program
modules and other data for the computer 110. In FIG. 1, for
example, hard disk drive 141 is illustrated as storing oper-
ating system 144, application programs 145, other program
modules 146, and program data 147. Note that these com-
ponents can either be the same as or different from operating
system 134, application programs 135, other program mod-
ules 136, and program data 137. Operating system 144,
application programs 145, other program modules 146, and
program data 147 are given different numbers here to
illustrate that, at a minimum, they are different copies. A user
may enter commands and information into the computer 20
through input devices such as a keyboard 162 and pointing
device 161, commonly referred to as a mouse, trackball or
touch pad. Other input devices (not shown) may include a
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microphone, joystick, game pad, satellite dish, scanner, or
the like. These and other input devices are often connected
to the processing unit 120 through a user input interface 160
that is coupled to the system bus, but may be connected by
other interface and bus structures, such as a parallel port,
game port or a universal serial bus (USB). A monitor 191 or
other type of display device is also connected to the system
bus 121 via an interface, such as a video interface 190. In
addition to the monitor, computers may also include other
peripheral output devices such as speakers 197 and printer
196, which may be connected through an output peripheral
interface 190.

The computer 110 may operate in a networked environ-
ment using logical connections to one or more remote
computers, such as a remote computer 180. The remote
computer 180 may be a personal computer, a server, a router,
a network PC, a peer device or other common network node,
and typically includes many or all of the elements described
above relative to the computer 110, although only a memory
storage device 181 has been illustrated in FIG. 1. The logical
connections depicted in FIG. 1 include a local area network
(LAN) 171 and a wide area network (WAN) 173, but may
also include other networks. Such networking environments
are commonplace in offices, enterprise-wide computer net-
works, intranets and the Internet.

When used in a LAN networking environment, the com-
puter 110 is connected to the LAN 171 through a network
interface or adapter 170. When used in a WAN networking
environment, the computer 110 typically includes a modem
172 or other means for establishing communications over
the WAN 173, such as the Internet. The modem 172, which
may be internal or external, may be connected to the system
bus 121 via the user input interface 160, or other appropriate
mechanism. In a networked environment, program modules
depicted relative to the computer 110, or portions thereof,
may be stored in the remote memory storage device. By way
of example, and not limitation, FIG. 1 illustrates remote
application programs 185 as residing on memory device
181. It will be appreciated that the network connections
shown are exemplary and other means of establishing a
communications link between the computers may be used.

Referring now to FIG. 2, an embodiment of the present
invention can be described in the context of an exemplary
computer network system 200 as illustrated. System 200
includes electronic user devices 210, 280, such as personal
computers or workstations, that are linked via a communi-
cation medium, such as a network 220 (e.g., the Internet), to
an electronic device or system, such as a server 230. The
server 230 may further be coupled, or otherwise have access,
to a database 240, electronic storage 270 and a computer
system 260. Although the embodiment illustrated in FIG. 2
includes one server 230 coupled to two user devices 210,
280 via the network 220, it should be recognized that
embodiments of the invention may be implemented using
two or more such user devices coupled to one or more such
servers.

In an embodiment, each of the user devices 210, 280 and
server 230 may include all or fewer than all of the features
associated with the computer 110 illustrated in and discussed
with reference to FIG. 1. User devices 210, 280 include or
are otherwise coupled to a computer screen or display 250,
290, respectively. User devices 210, 280 can be used for
various purposes including both network- and local-com-
puting processes.

The user devices 210, 280 are linked via the network 220
to server 230 so that computer programs, such as, for
example, a browser or other applications, running on one or
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more of the user devices 210, 280 can cooperate in two-way
communication with server 230 and one or more applica-
tions running on server 230. Server 230 may be coupled to
database 240 and/or electronic storage 270 to retrieve infor-
mation therefrom and to store information thereto. Addi-
tionally, the server 230 may be coupled to the computer
system 260 in a manner allowing the server to delegate
certain processing functions to the computer system.

Referring now to FIG. 3, illustrated is functionality of an
embodiment of the invention allowing a user (not shown)
who owns or otherwise controls devices 210, 280 to auto-
matically maintain file synchronization between at least
devices 210, 280, or any other user devices on which
principles of the present invention are implemented. In an
embodiment, an administrator (not shown) of the server 230
or other appropriate electronic device transfers a file-transfer
and/or synchronization application to the user devices 210,
280 for installation thereon. Once installed on the user
devices 210, 280, the file-transfer application provides file-
transfer clients 310, 320 executable by the user devices 210,
280, respectively. Each of the file-transfer clients 310, 320
may, but need not, include a respective mobile-agent run-
time environment 330, 340. The mobile-agent runtime envi-
ronment 330, 340 include portions of memory of the user
devices 210, 280 dedicated to allowing a mobile object the
ability to perform operations that the mobile object is
programmed to carry out. Also included in the file-transfer
application are user interfaces 350, 360 that are displayable
on the displays 250, 290, respectively. In an embodiment,
the interfaces 350, 360 allow a user to view, access and/or
organize files to be synched among the various user devices.

Generally, all files that the user desires to be synched or
shared may at some point be uploaded by one or more of the
user devices 210, 280 and stored in storage 270. Upon
receiving the files to be synched, the server 230 can store
such files in the storage 270 and/or transfer the files to one
or more of the respective hard drives of the user devices 210,
280, thereby enabling each respective user device to access
such files. In this manner, the server 230 is operable to treat
each hard drive of the respective user devices 210, 280 as a
local document cache for files received by the server.
Typically, the server 230 will store one or more of the
received files to the storage 270 only if the destination user
device is offline or otherwise temporarily not in communi-
cation with the server 230. Upon resuming communication
with the destination user device, the server 230 will transfer
the temporarily stored files to the destination device.

In operation, according to an embodiment, the user may
open and modify a file 370, such as a word-processing
document or other electronic file. Alternatively, the user may
create a first instance of the file 370. The user may have
previously have associated, or may now associate, the file
370 with the transfer client 310. Upon a predetermined and
user-configurable triggering event, the transfer client 310
transfers the modified file 370, or a copy of the modified file,
to the server 230. Such a triggering event may include, but
be not limited to, the user saving the file, the elapsing of a
predetermined amount of time during which the file has been
opened, or the re-initiation of a communication session
between the device 210 and the server 230.

The file 370 is transferred to the server 230 on which is
executing a synchronization application 380, which may
include a mobile-agent runtime environment. Through user
configuration, the synch application 380 monitors a set of
user devices to which the file 370 should be transferred to
effect file synchronization. In the illustrated embodiment,
this set of user devices includes the user device 280. The
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synch application 380 polls the device 280 to determine
whether the device 280 is in communication with the server
230. If the device 280 is in communication with the server
230, the synch application 380 transfers the file 370 to the
device 280, whereupon the transfer client 320 resident on the
device 280 replaces the previous version of the file 370,
previously cached on the device 280, with the latest version
of the file 370 modified on the user device 210. If the device
280 is not currently in communication with the server 230,
the synch application 380 may store the file 370 in the
storage 270 until such time as communication between the
device 280 and server 230 is reestablished. As illustrated in
FIG. 3, a similar reverse-direction synchronization process
may be performed by the synch application 380 and the
transfer clients 310, 320 with regard to a file 315 modified
on device 280 and synchronized to device 210.

In an embodiment, the user interfaces 350, 360 may
include a list of the customer’s documents and related
metadata, as well as any one-to-one or one-to-many rela-
tionships between the documents and metadata. An embodi-
ment can always provide customers with an accurate “pic-
ture” of their document collection, regardless of whether
their devices physically contain the documents. As alluded
to earlier, a problem with distributed file systems and FTP is
the latency between a file being put onto a file system and
it showing up on a remote machine. To prevent this problem,
an embodiment directory is decoupled from the movement
of files. An embodiment’s directory update system updates
at a higher priority than the documents to be synchronized.
This feature ensures that when a customer browses or
searches through his set of documents, they appear even if
they have not yet been cached locally on the user device. An
indicator signifying a document’s availability may be promi-
nently displayed adjacent to the document’s representation
so that customers are aware of the document’s availability.

An embodiment may include a stand-alone application
that allows customers to find and manage documents asso-
ciated with transfer clients 310, 320 by visualizing relation-
ships between documents and their metadata. It allows
customers to tag documents with any number of identifiers.
Customers can relate both documents and tags with each
other in any number of user-specified one-to-one and one-
to-many relationships, and an embodiment provides a user
interface to browse and search on these relationships. To
mitigate the customers’ learning curve, an embodiment can
implement relationships common to contemporary file sys-
tems, including a folder hierarchy. In addition to this, an
embodiment provides direct support for methods that the
customer uses to organize documents by manifesting them
as user interface idioms. This is unlike conventional docu-
ment filing systems which require the customer to work
within a strict folder metaphor for organization.

Some alternate methods that an embodiment supports for
organizing documents include:

Allow customers to organize their documents by appli-
cation. Many times customers remember the applica-
tion used to create a document instead of the docu-
ment’s name or its location in a hierarchy.

Allow customers to organize their documents by most
recent access. Customers are likely to access a docu-
ment they’ve accessed in the near past. Usually, such
documents are part of a task that the customer is
actively working.

Allow customers to organize their documents by project
or subproject.

Allow customers to organize their documents by people.
Many times, especially in the context of a collabora-
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tion, a document is directly related to one or more
people other than the customer.

Allow the customer to organize their document by process
stage. Documents may represent one or more stages of
a process. Customers need a method for organizing
documents by process stage, and a mechanism for
moving the document through a set of predefined
stages.

Allow customers to organize their documents by any of
the aforementioned methods concurrently. These orga-
nization methods are not mutually exclusive.

An embodiment presents an interface that allows a cus-
tomer to locate one or more documents associated with the
transfer clients 310, 320 and open such document into a
separate software application. Since this interface is
intended to be used from within the separate application, that
application may need to know how to invoke such interface.
Advantageously, this invocation behavior can be provided to
the application using the application’s plug-in APIL

An embodiment presents an interface that allows a cus-
tomer to synchronize a currently opened document accord-
ing to processes described elsewhere herein. This interface
can be invoked within an application and can be made
available to the application in the manner described above in
connection with the application’s plug-in API.

Some files associated with the transfer clients 310, 320 are
dependent on other files associated with the transfer clients
310, 320. For example, a desktop publishing document may
include images that are stored in files separate from the main
document. Previous file-synching solutions treat these files
as separate. Because of this, for example, a document
synchronized from the device 210 to the device 280 may be
opened by the user of the device 280 before the image files
have been fully transferred to the device 280. This causes the
document to fail to open, or break, since the image files
don’t exist or are incomplete. An embodiment prevents this
by: (1) always ensuring the file catalog (e.g., the stand-alone
application that allows customers to find and manage docu-
ments associated with transfer clients 310, 320, as discussed
above herein) is synchronized before any file data is syn-
chronized, and (2) pausing any file access by any program
until the file contents have been fully synchronized. In such
an embodiment, if a user attempts, using a software pro-
gram, to open a file whose related files haven’t yet finished
transferring to the local (hard drive) cache, if that software
attempts to open the related files, the software program is
blocked by an embodiment until the requested files are
downloaded and ready to access.

Other file sending and synchronizing software requires
the user to upload their data to a storage device owned by the
operator of the service. An embodiment treats storage as a
participant in the synchronization process; this means that
the user can choose the service or device where their files
will be stored. The file transfer/synching is abstracted from
the storage system allowing any storage to be used. An
embodiment treats storage like any other synch target, such
as a desktop computer, or a cell phone. As such, any device
owned or otherwise controlled by the user and running a
synch application, such as synch application 380, as pro-
vided in an embodiment of the invention can perform the
storage and/or synching functions described elsewhere
herein. That is, the user device 280 or user device 210, rather
than the server 230, may perform such functions.

While a preferred embodiment of the invention has been
illustrated and described, as noted above, many changes can
be made without departing from the spirit and scope of the
invention. For example, as an alternative to the approach
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described with reference to FIG. 3, wherein the transfer
clients 310, 320 function to “push” modified or created files
to the synch application 380, the synch application 380 may
instead function to periodically “pull” or otherwise actively
retrieve such files from the transfer clients 310, 320 Instead,
the invention should be determined entirely by reference to
the claims that follow.

What is claimed is:

1. A system comprising:

a server system comprising one or more processors pro-
grammed with computer program instructions that,
when executed, cause the server system to:
receive, over a network, a copy of a first file from a first

client device associated with a user, wherein the

copy of the first file is automatically received from
the first client device responsive to the user modi-
fying a content of the first file stored on the first
client device, the copy of the first file being an
updated version of the first file that is generated from
the user modifying the content of the first file;

receive, over a network, from the first client device,
first metadata associated with the updated version of
the first file that is generated from the user moditying
the content of the first file, the first metadata being
assigned a first priority greater than a second priority
assigned to the copy of the first file; and

automatically transfer, based on the first priority being
greater than the second priority, the first metadata
over a network to a second client device associated
with the user such that the first metadata is trans-
ferred to the second client device before the copy of
the first file is transferred to the second client device,

wherein, before the copy of the first file is transferred
to the second client device:

(1) the transfer of the first metadata to the second
client device causes a file representation of the
first file presented on a user interface of the second
client device to be updated based on the first
metadata, and

(ii) instead of the updated file representation of the
first file representing a version of the first file
currently stored on the second client device, the
updated file representation represents the updated
version of the first file that is currently stored on
the first client device and not currently stored on
the second client device, and

wherein at least one of the server system or the first
client device comprises a priority assignment con-
figuration to assign greater priority to metadata asso-
ciated with files than priority assigned to the files
such that at least one of the server system or the first
client device assigns the first priority to the first
metadata and the second priority to the copy of the
first file based on the priority assignment configura-
tion.

2. The system of claim 1, wherein, before the copy of the
first file is transferred to the second client device, the transfer
of the first metadata to the second client device causes a
graphical availability indication of the updated version of
the first file to be presented on the user interface of the
second client device based on the first metadata.

3. The system of claim 1, wherein the computer program
instructions, when executed, cause the server system to:

receive a copy of a second file from the second client
device associated with the user, wherein the copy of the
second file is automatically received from the second
client device responsive to the user modifying a content
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of the second file stored on the second client device, the

copy of the second file being an updated version of the

second file that is generated from the user modifying
the content of the second file;

determine that the server system is in communication with

the first client device associated with the user; and

automatically transfer the copy of the second file to the
first client device associated with the user to replace an
older version of the second file stored on the first client
device, responsive to (i) determining that the server
system is in communication with the first client device
and (ii) receiving the copy of the second file from the
second client device.

4. The system of claim 1, wherein the copy of the first file
is automatically received from the first client device respon-
sive to (i) a push request of the first client device and (ii) the
user modifying the content of the first file stored on the first
client device.

5. The system of claim 1, wherein the copy of the first file
is automatically received from a first application at the first
client device, and wherein the first application comprises a
runtime environment for one or more mobile-agent objects.

6. The system of claim 5, wherein the first application is
configured to create a first mobile object, and wherein the
first mobile object is configured to create a proxy object at
the server system.

7. The system of claim 6, wherein the first mobile object
is configured to provide the copy of the first file to the proxy
object, and wherein the proxy object is configured to store
the copy of the first file on a memory device associated with
the server system.

8. A method being implemented by a server system
comprising one or more processors executing computer
program instructions that, when executed, perform the
method, the method comprising:

receiving, over a network, a copy of a first file from a first

client device associated with a user, wherein the copy
of the first file is automatically received from the first
client device responsive to the user modifying a content
of the first file stored on the first client device, the copy
of the first file being an updated version of the first file
that is generated from the user modifying the content of
the first file;

receiving, over a network, from the first client device, first

metadata associated with the updated version of the

first file that is generated from the user modifying the
content of the first file, the first metadata being assigned

a first priority greater than a second priority assigned to

the copy of the first file; and

automatically transferring, based on the first priority

being greater than the second priority, the first metadata

over a network to a second client device associated
with the user such that the first metadata is transferred
to the second client device before the copy of the first
file is transferred to the second client device,

wherein, before the copy of the first file is transferred to
the second client device:

(1) the transfer of the first metadata to the second client
device causes a file representation of the first file
presented on a user interface of the second client
device to be updated based on the first metadata, and

(ii) the updated file representation represents the
updated version of the first file that is currently
stored on the first client device and not currently
stored on the second client device, and

wherein at least one of the server system or the first client

device comprises a priority assignment configuration to
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assign greater priority to metadata associated with files
than priority assigned to the files such that at least one
of'the server system or the first client device assigns the
first priority to the first metadata and the second priority
to the copy of the first file based on the priority
assignment configuration.
9. The method of claim 8, wherein, before the copy of the
first file is transferred to the second client device, the transfer
of the first metadata to the second client device causes a
graphical availability indication of the updated version of
the first file to be presented on the user interface of the
second client device based on the first metadata.
10. The method of claim 8, further comprising:
receiving a copy of a second file from the second client
device associated with the user, wherein the copy of the
second file is automatically received from the second
client device responsive to the user modifying a content
of the second file stored on the second client device, the
copy of the second file being an updated version of the
second file that is generated from the user modifying
the content of the second file;
determining that the server system is in communication
with the first client device associated with the user; and

automatically transferring the copy of the second file to
the first client device associated with the user to replace
an older version of the second file stored on the first
client device, responsive to (i) determining that the
server system is in communication with the first client
device and (ii) receiving the copy of the second file
from the second client device.

11. The method of claim 8, wherein the copy of the first
file is automatically received from the first client device
responsive to (i) a push request of the first client device and
(i) the user modifying the content of the first file stored on
the first client device.

12. The method of claim 8, wherein the copy of the first
file is automatically received from a first application at the
first client device, wherein the first application comprises a
runtime environment for one or more mobile-agent objects,
wherein the first application is configured to create a first
mobile object, wherein the first mobile object is configured
to create a proxy object at the server system, wherein the first
mobile object is configured to provide the copy of the first
file to the proxy object, and wherein the proxy object is
configured to store the copy of the first file on a memory
device associated with the server system.

13. One or more non-transitory machine-readable media
storing instructions that, when executed by one or more
processors of a server system, cause operations comprising:

receiving, over a network, a copy of a first file from a first

client device associated with a user, wherein the copy
of the first file is automatically received from the first
client device responsive to the user modifying a content
of'the first file stored on the first client device, the copy
of the first file being an updated version of the first file
that is generated from the user modifying the content of
the first file;

receiving, over a network, from the first client device, first

metadata associated with the updated version of the
first file that is generated from the user modifying the
content of the first file, the first metadata being assigned
a first priority greater than a second priority assigned to
the copy of the first file; and

automatically transferring, based on the first priority

being greater than the second priority, the first metadata
over a network to a second client device associated

30
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with the user such that the first metadata is transferred

to the second client device before the copy of the first

file is transferred to the second client device,
wherein, before the copy of the first file is transferred to
the second client device:

(1) the transfer of the first metadata to the second client
device causes a file representation of the first file
presented on a user interface of the second client
device to be updated based on the first metadata, and

(ii) the updated file representation represents the
updated version of the first file that is currently
stored on the first client device and not currently
stored on the second client device, and

wherein at least one of the server system or the first client

device comprises a priority assignment configuration to
assign greater priority to metadata associated with files
than priority assigned to the files such that at least one
of the server system or the first client device assigns the
first priority to the first metadata and the second priority
to the copy of the first file based on the priority
assignment configuration.

14. The media of claim 13, wherein, before the copy of the
first file is transferred to the second client device, the transfer
of the first metadata to the second client device causes an
availability indication of the updated version of the first file
to be presented on the user interface of the second client
device based on the first metadata.

15. The media of claim 13, the operations further com-
prising:

receiving a copy of a second file from the second client

device associated with the user, wherein the copy of the
second file is automatically received from the second
client device responsive to the user modifying a content
of the second file stored on the second client device, the
copy of the second file being an updated version of the
second file that is generated from the user modifying
the content of the second file;

determining that the server system is in communication

with the first client device associated with the user; and

automatically transferring the copy of the second file to
the first client device associated with the user to replace
an older version of the second file stored on the first
client device, responsive to (i) determining that the
server system is in communication with the first client
device and (ii) receiving the copy of the second file
from the second client device.

16. The media of claim 13, wherein the copy of the first
file is automatically received from the first client device
responsive to (i) a push request of the first client device and
(ii) the user modifying the content of the first file stored on
the first client device.

17. The media of claim 13, wherein the copy of the first
file is automatically received from a first application at the
first client device, wherein the first application comprises a
runtime environment for one or more mobile-agent objects,
wherein the first application is configured to create a first
mobile object, wherein the first mobile object is configured
to create a proxy object at the server system, wherein the first
mobile object is configured to provide the copy of the first
file to the proxy object, and wherein the proxy object is
configured to store the copy of the first file on a memory
device associated with the server system.
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PRE-FILE-TRANSFER AVAILABILITY
INDICATION BASED ON PRIORITIZED
METADATA

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a continuation of U.S. patent applica-
tion Ser. No. 16/361,641, filed Mar. 22, 2019, which is a
continuation of U.S. patent application Ser. No. 16/017,348,
filed Jun. 25, 2018, which is a continuation of U.S. patent
application Ser. No. 14/860,289, filed Sep. 21, 2015, now
U.S. Pat. No. 10,067,942, which is a continuation of U.S.
patent application Ser. No. 12/267,852, filed Nov. 10, 2008,
now U.S. Pat. No. 9,143,561, which claims priority to U.S.
Provisional Application No. 60/986,896 entitled “ARCHI-
TECTURE FOR MANAGEMENT OF DIGITAL FILES
ACROSS DISTRIBUTED NETWORK” and filed Nov. 9,
2007, the contents of which are hereby incorporated by
reference in their entirety.

FIELD OF THE INVENTION

This invention relates generally to computer-implemented
processes and, more specifically, to sharing of electronic
files among computer systems.

BACKGROUND OF THE INVENTION

Users of modern computing systems are increasingly
finding themselves in constantly-connected, high-speed net-
worked environments. The Web continues to be a killer
application, second only to email, on the Internet. Further,
customers are increasingly using more than one computing
device; a customer may have a desktop computer at home,
one at work, and a constantly connected “smart phone”. Due
to the confluence of these two trends, file management
across these devices has become a problem.

Although modern devices are easily connected, they do
not provide the customer a seamless environment; the cus-
tomer must manually handle many aspects of that connec-
tion. With regards to file management, customers must
manually move files between their devices using some
protocol like email, ftp, or by posting them on the Web.
These practices lead to problems that include:

The proliferation of redundant file copies. This prolifera-
tion creates a confusing environment where the cus-
tomer is unclear where the “official” or newest version
of a file exists.

The creation of an error-prone environment. Some docu-
ments, such as those associated with word processing
and desktop publishing, externally reference other files.
Copying such a document can break these references
causing errors that the customer has to handle manu-
ally. An example of such a document is a desktop
publishing document that contains a reference to an
image. If that image file is not transferred along with
the desktop publishing file, the image will appear as a
broken link.

Unnecessary complexity. Because devices tend to have
their own filing system, customers must manage a
different filing model on each of his devices. For
example, instead of having a single “Movies” folder, he
may have to deal with many “Movies” folders, which
may be in different locations on each of his devices.
Each device may also have its own security model,
further complicating the matter.
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That a customer has to manually move files around to
ensure their accessibility on his devices is unnecessary, and
is an indicator of a lack of customer-focused design in
modern file systems. File systems in use today are direct
offspring of systems used when graphical customer inter-
faces were nonexistent. Modern file system customer inter-
faces, such as Windows® Explorer and Mac OS X’s Finder
are just now starting to provide experiences that are more in
line to a customer’s workflow. Whereas, before, these inter-
faces were concerned with representing files with abstracted
icons, the file’s actual contents are becoming paramount in
how files are organized and presented.

Problems still exist with how these newer customer
interfaces are implemented. They are not completely inte-
grated with applications, suffer from performance problems,
and do not generally work well outside of a device’s local
file system.

There are several solutions to this problem that are in one
way or another inadequate to the task:

Remote Desktop software allows a customer to remotely
“see” his desktop. Remote desktop software screen-scrapes
a remote machine’s screen (a “server”) and displays it on a
screen local to the customer (a “client”). Remote desktop
gives a customer access to not only his files, but also to his
applications. However, this approach requires that the host
machine be turned on and connected to the internet at all
times. Consequently, this approach would not be appropriate
for mobile hosts such as laptops. Remote desktop does not
use the resources of a local machine. For full accessibility,
the customer would have to keep all files and application on
the host machine as any files stored on a client are not
guaranteed to be accessible.

Distributed File Systems, like remote desktop software,
place data on an always-connected host machine. Unlike
remote desktop software, the host machine is not one on
which the customer performs computing tasks. The host
machine is used as a storage mechanism, and any compu-
tation performed on that machine serves to supports its use
as such. Distributed file systems generally provide the right
functionality for customers to share files between their
devices. However, distributed file systems are usually
deployed as a shared resource; that is, other customers have
access to it. Because of this sharing, a customer’s files may
be buried deep in a filing structure, and it may not always be
immediately evident to customers what kind of access they
have to a particular file. Further, to use a distributed file
system, the customer must always be connected to it. Files
stored on a distributed file system are generally inaccessible
if the customer’s machine is not connected to it, unless the
customer has copied or moved the files to his machine’s
local hard drive. However, doing so immediately creates the
problem of having two filing systems for the same file,
creating a mental burden on the customer.

Additionally, accessing a file located on a distributed file
system tends to be slower than accessing files on the local
hard drive. Modern applications are usually written to
assume that the files they access are located locally, and thus
are not optimized to access remote files. When these appli-
cations are used with remote files, they can lose performance
by an order of magnitude. This problem can be fixed by
automatically caching often-used files on the local file
system, and only synchronizing them when they have been
changed. However, this separate synchronization step intro-
duces another problem: because the synchronization process
can be lengthy, the customer is never entirely sure if the file
he is remotely accessing is the latest version of the file,
versus an earlier one that has been marked to be updated.
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Further, the directory may not reflect the existence of the file
at all until synchronization finishes.

FTP is similar to a distributed file system with regards to
files being hosted on a remote server. However FTP gener-
ally does manifest as a “disk drive” on the customer’s
desktop; the customer must use special FTP client software
to access an FTP server. It shares the same problem as
distributed file systems, with the additional problem of weak
integration with applications. Applications can generally
write and read files directly to and from a distributed file
system. This is not the case with FTP, as the customer has
to manually use the client software to perform these opera-
tions as a separate task.

Email was originally invented for messaging. From the
beginning, the model it employs to make files accessible
remotely is necessarily inefficient. Email’s model for mak-
ing files accessible is in the form of an email “attachment”.
Attachments are so named because they piggy-back on a
message sent from one customer to another. A customer can
make a file remotely available using email by attaching the
file to an email and sending it to himself. He can then
retrieve the file from a remote location by accessing the
message on the email server. Email used in this way is even
worse than FTP as the process is even more manual: a
customer must find the message containing the file before he
can even access it. Further, the location in which the
attachment lives is read only. If the customer, for example,
were to open the file, change it, then save it back out, the
results would be ambiguous to the user because the email
application, not the user, specified its location. Usually, the
saved file would end up buried in an email file cache in an
undisclosed area of the file system.

Flash Drives and External Disk Drives, although seem-
ingly the most “primitive” way to ensure file availability,
avoid all the problems related to network latency. However,
these devices must be physically connected to the computer
on which the files will be accessed. These restrictions
preclude the customer from employing several effective
work-flows including: using more than one computer to
complete a single task (the files can only be accessed on one
computer) and setting up an automated backup (the com-
puter running the backup can’t guarantee that the storage
device will be connected come backup time). Further, to
ensure full availability of the files, the customer must carry
the device with them at all times, and must follow the
associated protocols for mounting and dismounting the
device.

Other problems with the prior art not described above can
also be overcome using the teachings of embodiments of the
present invention, as would be readily apparent to one of
ordinary skill in the art after reading this disclosure.

SUMMARY OF THE INVENTION

In certain embodiments, automatic modification-triggered
transfer of a file among two or more computer systems
associated with a user. In some embodiments, a copy of a
first file may be received, via a first application at a first
computer system, from a second application at a second
computer system associated with a user. The first file copy
may be automatically received from the second application
responsive to the user modifying a content of the first file,
where the first file copy is a version of the first file that is
generated from the user modifying the content of the first
file. Responsive to receiving the first file copy from the
second computer system, the first file copy may be auto-
matically transferred via the first application to a third
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computer system associated with the user to replace an older
version of the first file stored on the third computer system.

In some embodiments, responsive to a user modifying a
content of the file at a first client device (associated with the
user), a server system may automatically receive a copy of
the file from the first client device, where the file copy may
be an updated version of the file that is generated from the
user modifying the content of the file. After receiving
metadata associated with the updated version of the file from
the first client device, the server system may automatically
transfer the metadata to a second client device associated
with the user such that, before the file copy is transferred to
the second client device, the transfer of the metadata to the
second client device causes a graphical availability indica-
tion of the updated version of the file to be presented (e.g.,
proximate a file icon representing the file) at the second
client device based on the metadata.

BRIEF DESCRIPTION OF THE DRAWING

Preferred and alternative embodiments of the present
invention are described in detail below with reference to the
following drawings.

FIG. 1 is a schematic view of an exemplary operating
environment in which an embodiment of the invention can
be implemented;

FIG. 2 is a functional block diagram of an exemplary
operating environment in which an embodiment of the
invention can be implemented; and

FIG. 3 is a functional block diagram illustrating file
sharing and/or synchronization according to an embodiment
of the invention.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENT

An embodiment of the invention leverages remote pro-
gramming concepts by utilizing processes called mobile
agents (sometimes referred to as mobile objects or agent
objects). Generally speaking, these concepts provide the
ability for an object (the mobile agent object) existing on a
first (“host”) computer system to transplant itself to a second
(“remote host™) computer system while preserving its cur-
rent execution state. The operation of a mobile agent object
is described briefly below.

The instructions of the mobile agent object, its preserved
execution state, and other objects owned by the mobile agent
object are packaged, or “encoded,” to generate a string of
data that is configured so that the string of data can be
transported by all standard means of communication over a
computer network. Once transported to the remote host, the
string of data is decoded to generate a computer process, still
called the mobile agent object, within the remote host
system. The decoded mobile agent object includes those
objects encoded as described above and remains in its
preserved execution state. The remote host computer system
resumes execution of the mobile agent object which is now
operating in the remote host environment.

While now operating in the new environment, the instruc-
tions of the mobile agent object are executed by the remote
host to perform operations of any complexity, including
defining, creating, and manipulating data objects and inter-
acting with other remote host computer objects.

File transfer and/or synchronization, according to an
embodiment, may be accomplished using some or all of the
concepts described in commonly owned U.S. patent appli-
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cation Ser. No. 11/739,083, entitled “Electronic File Shar-
ing,” the entirety of which is incorporated by reference as if
fully set forth herein.

FIG. 1 illustrates an example of a suitable computing
system environment 100 in which one or more embodiments
of the invention may be implemented. The computing sys-
tem environment 100 is only one example of a suitable
computing environment and is not intended to suggest any
limitation as to the scope of use or functionality of the
invention. Neither should the computing environment 100
be interpreted as having any dependency or requirement
relating to any one or combination of components illustrated
in the exemplary operating environment 100.

Embodiments of the invention are operational with
numerous other general purpose or special purpose comput-
ing system environments or configurations. Examples of
well known computing systems, environments, and/or con-
figurations that may be suitable for use with the invention
include, but are not limited to, personal computers, server
computers, hand-held or laptop devices, multiprocessor sys-
tems, microprocessor-based systems, set top boxes, pro-
grammable consumer electronics, network PCs, minicom-
puters, mainframe computers, distributed computing
environments that include any of the above systems or
devices, and the like.

Embodiments of the invention may be described in the
general context of computer-executable instructions, such as
program modules, being executed by a computer and/or by
computer-readable media on which such instructions or
modules can be stored. Generally, program modules include
routines, programs, objects, components, data structures,
etc. that perform particular tasks or implement particular
abstract data types. The invention may also be practiced in
distributed computing environments where tasks are per-
formed by remote processing devices that are linked through
a communications network. In a distributed computing
environment, program modules may be located in both local
and remote computer storage media including memory
storage devices.

With reference to FIG. 1, an exemplary system for imple-
menting the invention includes a general purpose computing
device in the form of a computer 110. Components of
computer 110 may include, but are not limited to, a pro-
cessing unit 120, a system memory 130, and a system bus
121 that couples various system components including the
system memory to the processing unit 120. The system bus
121 may be any of several types of bus structures including
a memory bus or memory controller, a peripheral bus, and a
local bus using any of a variety of bus architectures. By way
of example, and not limitation, such architectures include
Industry Standard Architecture (ISA) bus, Micro Channel
Architecture (MCA) bus, Enhanced ISA (FISA) bus, Video
Electronics Standards Association (VESA) local bus, and
Peripheral Component Interconnect (PCI) bus also known as
Mezzanine bus.

Computer 110 typically includes a variety of computer
readable media. Computer readable media can be any avail-
able media that can be accessed by computer 110 and
includes both volatile and nonvolatile media, removable and
non-removable media. By way of example, and not limita-
tion, computer readable media may comprise computer
storage media and communication media. Computer storage
media includes both volatile and nonvolatile, removable and
non-removable media implemented in any method or tech-
nology for storage of information such as computer readable
instructions, data structures, program modules or other data.
Computer storage media includes, but is not limited to,
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RAM, ROM, EEPROM, flash memory or other memory
technology, CD-ROM, digital versatile disks (DVD) or other
optical disk storage, magnetic cassettes, magnetic tape,
magnetic disk storage or other magnetic storage devices, or
any other medium which can be used to store the desired
information and which can accessed by computer 110.
Communication media typically embodies computer read-
able instructions, data structures, program modules or other
data in a modulated data signal such as a carrier wave or
other transport mechanism and includes any information
delivery media. The term “modulated data signal” means a
signal that has one or more of its characteristics set or
changed in such a manner as to encode information in the
signal. By way of example, and not limitation, communi-
cation media includes wired media such as a wired network
or direct-wired connection, and wireless media such as
acoustic, RF, infrared and other wireless media. Combina-
tions of the any of the above should also be included within
the scope of computer readable media.

The system memory 130 includes computer storage media
in the form of volatile and/or nonvolatile memory such as
read only memory (ROM) 131 and random access memory
(RAM) 132. A basic input/output system 133 (BIOS), con-
taining the basic routines that help to transfer information
between elements within computer 110, such as during
start-up, is typically stored in ROM 131. RAM 132 typically
contains data and/or program modules that are immediately
accessible to and/or presently being operated on by process-
ing unit 120. By way of example, and not limitation, FIG. 1
illustrates operating system 134, application programs 135,
other program modules 136, and program data 137.

The computer 110 may also include other removable/non-
removable, volatile/nonvolatile computer storage media. By
way of example only, FIG. 1 illustrates a hard disk drive 140
that reads from or writes to non-removable, nonvolatile
magnetic media, a magnetic disk drive 151 that reads from
or writes to a removable, nonvolatile magnetic disk 152, and
an optical disk drive 155 that reads from or writes to a
removable, nonvolatile optical disk 156 such as a CD ROM
or other optical media. Other removable/non-removable,
volatile/nonvolatile computer storage media that can be used
in the exemplary operating environment include, but are not
limited to, magnetic tape cassettes, flash memory cards,
digital versatile disks, digital video tape, solid state RAM,
solid state ROM, and the like. The hard disk drive 141 is
typically connected to the system bus 121 through a non-
removable memory interface such as interface 140, and
magnetic disk drive 151 and optical disk drive 155 are
typically connected to the system bus 121 by a removable
memory interface, such as interface 150.

The drives and their associated computer storage media
discussed above and illustrated in FIG. 1, provide storage of
computer readable instructions, data structures, program
modules and other data for the computer 110. In FIG. 1, for
example, hard disk drive 141 is illustrated as storing oper-
ating system 144, application programs 145, other program
modules 146, and program data 147. Note that these com-
ponents can either be the same as or different from operating
system 134, application programs 135, other program mod-
ules 136, and program data 137. Operating system 144,
application programs 145, other program modules 146, and
program data 147 are given different numbers here to
illustrate that, at a minimum, they are different copies. A user
may enter commands and information into the computer 20
through input devices such as a keyboard 162 and pointing
device 161, commonly referred to as a mouse, trackball or
touch pad. Other input devices (not shown) may include a
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microphone, joystick, game pad, satellite dish, scanner, or
the like. These and other input devices are often connected
to the processing unit 120 through a user input interface 160
that is coupled to the system bus, but may be connected by
other interface and bus structures, such as a parallel port,
game port or a universal serial bus (USB). A monitor 191 or
other type of display device is also connected to the system
bus 121 via an interface, such as a video interface 190. In
addition to the monitor, computers may also include other
peripheral output devices such as speakers 197 and printer
196, which may be connected through an output peripheral
interface 190.

The computer 110 may operate in a networked environ-
ment using logical connections to one or more remote
computers, such as a remote computer 180. The remote
computer 180 may be a personal computer, a server, a router,
a network PC, a peer device or other common network node,
and typically includes many or all of the elements described
above relative to the computer 110, although only a memory
storage device 181 has been illustrated in FIG. 1. The logical
connections depicted in FIG. 1 include a local area network
(LAN) 171 and a wide area network (WAN) 173, but may
also include other networks. Such networking environments
are commonplace in offices, enterprise-wide computer net-
works, intranets and the Internet.

When used in a LAN networking environment, the com-
puter 110 is connected to the LAN 171 through a network
interface or adapter 170. When used in a WAN networking
environment, the computer 110 typically includes a modem
172 or other means for establishing communications over
the WAN 173, such as the Internet. The modem 172, which
may be internal or external, may be connected to the system
bus 121 via the user input interface 160, or other appropriate
mechanism. In a networked environment, program modules
depicted relative to the computer 110, or portions thereof,
may be stored in the remote memory storage device. By way
of example, and not limitation, FIG. 1 illustrates remote
application programs 185 as residing on memory device
181. It will be appreciated that the network connections
shown are exemplary and other means of establishing a
communications link between the computers may be used.

Referring now to FIG. 2, an embodiment of the present
invention can be described in the context of an exemplary
computer network system 200 as illustrated. System 200
includes electronic user devices 210, 280, such as personal
computers or workstations, that are linked via a communi-
cation medium, such as a network 220 (e.g., the Internet), to
an electronic device or system, such as a server 230. The
server 230 may further be coupled, or otherwise have access,
to a database 240, electronic storage 270 and a computer
system 260. Although the embodiment illustrated in FIG. 2
includes one server 230 coupled to two user devices 210,
280 via the network 220, it should be recognized that
embodiments of the invention may be implemented using
two or more such user devices coupled to one or more such
servers.

In an embodiment, each of the user devices 210, 280 and
server 230 may include all or fewer than all of the features
associated with the computer 110 illustrated in and discussed
with reference to FIG. 1. User devices 210, 280 include or
are otherwise coupled to a computer screen or display 250,
290, respectively. User devices 210, 280 can be used for
various purposes including both network- and local-com-
puting processes.

The user devices 210, 280 are linked via the network 220
to server 230 so that computer programs, such as, for
example, a browser or other applications, running on one or
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more of the user devices 210, 280 can cooperate in two-way
communication with server 230 and one or more applica-
tions running on server 230. Server 230 may be coupled to
database 240 and/or electronic storage 270 to retrieve infor-
mation therefrom and to store information thereto. Addi-
tionally, the server 230 may be coupled to the computer
system 260 in a manner allowing the server to delegate
certain processing functions to the computer system.

Referring now to FIG. 3, illustrated is functionality of an
embodiment of the invention allowing a user (not shown)
who owns or otherwise controls devices 210, 280 to auto-
matically maintain file synchronization between at least
devices 210, 280, or any other user devices on which
principles of the present invention are implemented. In an
embodiment, an administrator (not shown) of the server 230
or other appropriate electronic device transfers a file-transfer
and/or synchronization application to the user devices 210,
280 for installation thereon. Once installed on the user
devices 210, 280, the file-transfer application provides file-
transfer clients 310, 320 executable by the user devices 210,
280, respectively. Each of the file-transfer clients 310, 320
may, but need not, include a respective mobile-agent run-
time environment 330, 340. The mobile-agent runtime envi-
ronment 330, 340 include portions of memory of the user
devices 210, 280 dedicated to allowing a mobile object the
ability to perform operations that the mobile object is
programmed to carry out. Also included in the file-transfer
application are user interfaces 350, 360 that are displayable
on the displays 250, 290, respectively. In an embodiment,
the interfaces 350, 360 allow a user to view, access and/or
organize files to be synched among the various user devices.

Generally, all files that the user desires to be synched or
shared may at some point be uploaded by one or more of the
user devices 210, 280 and stored in storage 270. Upon
receiving the files to be synched, the server 230 can store
such files in the storage 270 and/or transfer the files to one
or more of the respective hard drives of the user devices 210,
280, thereby enabling each respective user device to access
such files. In this manner, the server 230 is operable to treat
each hard drive of the respective user devices 210, 280 as a
local document cache for files received by the server.
Typically, the server 230 will store one or more of the
received files to the storage 270 only if the destination user
device is offline or otherwise temporarily not in communi-
cation with the server 230. Upon resuming communication
with the destination user device, the server 230 will transfer
the temporarily stored files to the destination device.

In operation, according to an embodiment, the user may
open and modify a file 370, such as a word-processing
document or other electronic file. Alternatively, the user may
create a first instance of the file 370. The user may have
previously have associated, or may now associate, the file
370 with the transfer client 310. Upon a predetermined and
user-configurable triggering event, the transfer client 310
transfers the modified file 370, or a copy of the modified file,
to the server 230. Such a triggering event may include, but
be not limited to, the user saving the file, the elapsing of a
predetermined amount of time during which the file has been
opened, or the re-initiation of a communication session
between the device 210 and the server 230.

The file 370 is transferred to the server 230 on which is
executing a synchronization application 380, which may
include a mobile-agent runtime environment. Through user
configuration, the synch application 380 monitors a set of
user devices to which the file 370 should be transferred to
effect file synchronization. In the illustrated embodiment,
this set of user devices includes the user device 280. The
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synch application 380 polls the device 280 to determine
whether the device 280 is in communication with the server
230. If the device 280 is in communication with the server
230, the synch application 380 transfers the file 370 to the
device 280, whereupon the transfer client 320 resident on the
device 280 replaces the previous version of the file 370,
previously cached on the device 280, with the latest version
of the file 370 modified on the user device 210. If the device
280 is not currently in communication with the server 230,
the synch application 380 may store the file 370 in the
storage 270 until such time as communication between the
device 280 and server 230 is reestablished. As illustrated in
FIG. 3, a similar reverse-direction synchronization process
may be performed by the synch application 380 and the
transfer clients 310, 320 with regard to a file 315 modified
on device 280 and synchronized to device 210.

In an embodiment, the user interfaces 350, 360 may
include a list of the customer’s documents and related
metadata, as well as any one-to-one or one-to-many rela-
tionships between the documents and metadata. An embodi-
ment can always provide customers with an accurate “pic-
ture” of their document collection, regardless of whether
their devices physically contain the documents. As alluded
to earlier, a problem with distributed file systems and FTP is
the latency between a file being put onto a file system and
it showing up on a remote machine. To prevent this problem,
an embodiment directory is decoupled from the movement
of files. An embodiment’s directory update system updates
at a higher priority than the documents to be synchronized.
This feature ensures that when a customer browses or
searches through his set of documents, they appear even if
they have not yet been cached locally on the user device. An
indicator signifying a document’s availability may be promi-
nently displayed adjacent to the document’s representation
so that customers are aware of the document’s availability.

An embodiment may include a stand-alone application
that allows customers to find and manage documents asso-
ciated with transfer clients 310, 320 by visualizing relation-
ships between documents and their metadata. It allows
customers to tag documents with any number of identifiers.
Customers can relate both documents and tags with each
other in any number of user-specified one-to-one and one-
to-many relationships, and an embodiment provides a user
interface to browse and search on these relationships. To
mitigate the customers’ learning curve, an embodiment can
implement relationships common to contemporary file sys-
tems, including a folder hierarchy. In addition to this, an
embodiment provides direct support for methods that the
customer uses to organize documents by manifesting them
as user interface idioms. This is unlike conventional docu-
ment filing systems which require the customer to work
within a strict folder metaphor for organization.

Some alternate methods that an embodiment supports for
organizing documents include:

Allow customers to organize their documents by appli-
cation. Many times customers remember the applica-
tion used to create a document instead of the docu-
ment’s name or its location in a hierarchy.

Allow customers to organize their documents by most
recent access. Customers are likely to access a docu-
ment they’ve accessed in the near past. Usually, such
documents are part of a task that the customer is
actively working.

Allow customers to organize their documents by project
or subproject.

Allow customers to organize their documents by people.
Many times, especially in the context of a collabora-
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tion, a document is directly related to one or more
people other than the customer.

Allow the customer to organize their document by process
stage. Documents may represent one or more stages of
a process. Customers need a method for organizing
documents by process stage, and a mechanism for
moving the document through a set of predefined
stages.

Allow customers to organize their documents by any of
the aforementioned methods concurrently. These orga-
nization methods are not mutually exclusive.

An embodiment presents an interface that allows a cus-
tomer to locate one or more documents associated with the
transfer clients 310, 320 and open such document into a
separate software application. Since this interface is
intended to be used from within the separate application, that
application may need to know how to invoke such interface.
Advantageously, this invocation behavior can be provided to
the application using the application’s plug-in APIL

An embodiment presents an interface that allows a cus-
tomer to synchronize a currently opened document accord-
ing to processes described elsewhere herein. This interface
can be invoked within an application and can be made
available to the application in the manner described above in
connection with the application’s plug-in API.

Some files associated with the transfer clients 310, 320 are
dependent on other files associated with the transfer clients
310, 320. For example, a desktop publishing document may
include images that are stored in files separate from the main
document. Previous file-synching solutions treat these files
as separate. Because of this, for example, a document
synchronized from the device 210 to the device 280 may be
opened by the user of the device 280 before the image files
have been fully transferred to the device 280. This causes the
document to fail to open, or break, since the image files
don’t exist or are incomplete. An embodiment prevents this
by: (1) always ensuring the file catalog (e.g., the stand-alone
application that allows customers to find and manage docu-
ments associated with transfer clients 310, 320, as discussed
above herein) is synchronized before any file data is syn-
chronized, and (2) pausing any file access by any program
until the file contents have been fully synchronized. In such
an embodiment, if a user attempts, using a software pro-
gram, to open a file whose related files haven’t yet finished
transferring to the local (hard drive) cache, if that software
attempts to open the related files, the software program is
blocked by an embodiment until the requested files are
downloaded and ready to access.

Other file sending and synchronizing software requires
the user to upload their data to a storage device owned by the
operator of the service. An embodiment treats storage as a
participant in the synchronization process; this means that
the user can choose the service or device where their files
will be stored. The file transfer/synching is abstracted from
the storage system allowing any storage to be used. An
embodiment treats storage like any other synch target, such
as a desktop computer, or a cell phone. As such, any device
owned or otherwise controlled by the user and running a
synch application, such as synch application 380, as pro-
vided in an embodiment of the invention can perform the
storage and/or synching functions described elsewhere
herein. That is, the user device 280 or user device 210, rather
than the server 230, may perform such functions.

While a preferred embodiment of the invention has been
illustrated and described, as noted above, many changes can
be made without departing from the spirit and scope of the
invention. For example, as an alternative to the approach
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described with reference to FIG. 3, wherein the transfer
clients 310, 320 function to “push” modified or created files
to the synch application 380, the synch application 380 may
instead function to periodically “pull” or otherwise actively
retrieve such files from the transfer clients 310, 320 Instead,
the invention should be determined entirely by reference to
the claims that follow.

What is claimed is:

1. A system comprising:

a server system comprising one or more processors pro-
grammed with computer program instructions that,
when executed, cause the server system to:
receive, over a network, a copy of a first file from a first

client device associated with a user, wherein the

copy of the first file is automatically received from
the first client device responsive to the user modi-
fying a content of the first file stored on the first
client device, the copy of the first file being an
updated version of the first file that is generated from
the user modifying the content of the first file;

receive, over a network, from the first client device,
first metadata associated with the updated version of
the first file that is generated from the user moditying
the content of the first file, the first metadata being
assigned a first priority greater than a second priority
assigned to the copy of the first file;

automatically transfer, based on the first priority being
greater than the second priority, the first metadata
over a network to a second client device associated
with the user such that the first metadata is trans-
ferred to the second client device before the copy of
the first file is transferred to the second client device,

wherein, before the copy of the first file is transferred
to the second client device:

(1) the transfer of the first metadata to the second
client device causes a graphical availability indi-
cation of the updated version of the first file to be
presented at the second client device based on the
first metadata, and

(i1) the graphical availability indication is presented
proximate a file icon representing the first file on
a user interface of the second client device, and

wherein the graphical availability indication indicates
that the updated version of the first file generated
from the user modifying the content of the first file
is available to be downloaded from the server system
to the second client device; and

subsequent to the transfer of the first metadata to the
second client device, transfer the copy of the first file
to the second client device,

wherein at least one of the server system or the first
client device comprises a priority assignment con-
figuration to assign greater priority to metadata asso-
ciated with files than priority assigned to the files
such that at least one of the server system or the first
client device assigns the first priority to the first
metadata and the second priority to the copy of the
first file based on the priority assignment configura-
tion.

2. The system of claim 1, wherein, before the copy of the
first file is transferred to the second client device, the transfer
of the first metadata to the second client device causes a file
representation of the first file presented on the user interface
of the second client device to be updated based on the first
metadata.

10

15

20

25

30

35

40

45

50

55

60

65

12

3. The system of claim 1, wherein the computer program
instructions, when executed, cause the server system to:
receive a copy of a second file from the second client
device associated with the user, wherein the copy of the
second file is automatically received from the second
client device responsive to the user modifying a content
of the second file stored on the second client device, the
copy of the second file being an updated version of the
second file that is generated from the user modifying
the content of the second file;
determine that the server system is in communication with
the first client device associated with the user; and

automatically transfer the copy of the second file to the
first client device associated with the user to replace an
older version of the second file stored on the first client
device, responsive to (i) determining that the server
system is in communication with the first client device
and (ii) receiving the copy of the second file from the
second client device.

4. The system of claim 1, wherein the copy of the first file
is automatically received from the first client device respon-
sive to (i) a push request of the first client device and (ii) the
user modifying the content of the first file stored on the first
client device.

5. The system of claim 1, wherein the copy of the first file
is automatically received from a first application at the first
client device, and wherein the first application comprises a
runtime environment for one or more mobile-agent objects.

6. The system of claim 5, wherein the first application is
configured to create a first mobile object, and wherein the
first mobile object is configured to create a proxy object at
the server system.

7. The system of claim 6, wherein the first mobile object
is configured to provide the copy of the first file to the proxy
object, and wherein the proxy object is configured to store
the copy of the first file on a memory device associated with
the server system.

8. A method being implemented by a server system
comprising one or more processors executing computer
program instructions that, when executed, perform the
method, the method comprising:

receiving, over a network, a copy of a first file from a first

client device associated with a user, wherein the copy
of the first file is automatically received from the first
client device responsive to the user modifying a content
of the first file stored on the first client device, the copy
of the first file being an updated version of the first file
that is generated from the user modifying the content of
the first file;

receiving, over a network, from the first client device, first

metadata associated with the updated version of the
first file that is generated from the user modifying the
content of the first file, the first metadata being assigned
a first priority greater than a second priority assigned to
the copy of the first file;

automatically transferring, based on the first priority

being greater than the second priority, the first metadata
over a network to a second client device associated
with the user such that the first metadata is transferred
to the second client device before the copy of the first
file is transferred to the second client device,
wherein, before the copy of the first file is transferred
to the second client device:
(1) the transfer of the first metadata to the second
client device causes a graphical availability indi-
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cation of the updated version of the first file to be
presented at the second client device based on the
first metadata, and
(i1) the graphical availability indication is presented
proximate a graphical file representation of the
first file on a user interface of the second client
device, and
wherein the graphical availability indication indicates
that the updated version of the first file generated
from the user modifying the content of the first file
is available to be downloaded from the server system
to the second client device; and
subsequent to the transfer of the first metadata to the
second client device, transferring the copy of the first
file to the second client device,
wherein at least one of the server system or the first
client device comprises a priority assignment con-
figuration to assign greater priority to metadata asso-
ciated with files than priority assigned to the files
such that at least one of the server system or the first
client device assigns the first priority to the first
metadata and the second priority to the copy of the
first file based on the priority assignment configura-
tion.
9. The method of claim 8, wherein, before the copy of the
first file is transferred to the second client device, the transfer
of the first metadata to the second client device causes a file
representation of the first file presented on the user interface
of the second client device to be updated based on the first
metadata.
10. The method of claim 8, further comprising:
receiving a copy of a second file from the second client
device associated with the user, wherein the copy of the
second file is automatically received from the second
client device responsive to the user modifying a content
of the second file stored on the second client device, the
copy of the second file being an updated version of the
second file that is generated from the user modifying
the content of the second file;
determining that the server system is in communication
with the first client device associated with the user; and

automatically transferring the copy of the second file to
the first client device associated with the user to replace
an older version of the second file stored on the first
client device, responsive to (i) determining that the
server system is in communication with the first client
device and (ii) receiving the copy of the second file
from the second client device.

11. The method of claim 8, wherein the copy of the first
file is automatically received from the first client device
responsive to (i) a push request of the first client device and
(i) the user modifying the content of the first file stored on
the first client device.

12. The method of claim 8, wherein the copy of the first
file is automatically received from a first application at the
first client device, wherein the first application comprises a
runtime environment for one or more mobile-agent objects,
wherein the first application is configured to create a first
mobile object, wherein the first mobile object is configured
to create a proxy object at the server system, wherein the first
mobile object is configured to provide the copy of the first
file to the proxy object, and wherein the proxy object is
configured to store the copy of the first file on a memory
device associated with the server system.

13. One or more non-transitory machine-readable media
storing instructions that, when executed by one or more
processors of a server system, cause operations comprising:
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receiving, over a network, a copy of a first file from a first

client device associated with a user, wherein the copy
of the first file is automatically received from the first
client device responsive to the user modifying a content
of the first file stored on the first client device, the copy
of the first file being an updated version of the first file
that is generated from the user modifying the content of
the first file;

receiving, over a network, from the first client device, first

metadata associated with the updated version of the

first file that is generated from the user modifying the
content of the first file, the first metadata being assigned

a first priority greater than a second priority assigned to

the copy of the first file;

automatically transferring, based on the first priority

being greater than the second priority, the first metadata

over a network to a second client device associated
with the user such that the first metadata is transferred
to the second client device before the copy of the first
file is transferred to the second client device,

wherein, before the copy of the first file is transferred to
the second client device:

(1) the transfer of the first metadata to the second client
device causes an availability indication of the
updated version of the first file to be presented at the
second client device based on the first metadata, and

(ii) the availability indication is presented proximate a
graphical file representation of the first file on a user
interface of the second client device, and

wherein the availability indication indicates that the

updated version of the first file generated from the user

modifying the content of the first file is available to be
downloaded from the server system to the second client
device; and

subsequent to the transfer of the first metadata to the

second client device, transferring the copy of the first

file to the second client device,

wherein at least one of the server system or the first client

device comprises a priority assignment configuration to
assign greater priority to metadata associated with files
than priority assigned to the files such that at least one
of the server system or the first client device assigns the
first priority to the first metadata and the second priority
to the copy of the first file based on the priority
assignment configuration.

14. The media of claim 13, wherein, before the copy of the
first file is transferred to the second client device, the transfer
of the first metadata to the second client device causes a file
representation of the first file presented on the user interface
of the second client device to be updated based on the first
metadata.

15. The media of claim 13, the operations further com-
prising:

receiving a copy of a second file from the second client

device associated with the user, wherein the copy of the
second file is automatically received from the second
client device responsive to the user modifying a content
of the second file stored on the second client device, the
copy of the second file being an updated version of the
second file that is generated from the user modifying
the content of the second file;

determining that the server system is in communication

with the first client device associated with the user; and

automatically transferring the copy of the second file to
the first client device associated with the user to replace
an older version of the second file stored on the first
client device, responsive to (i) determining that the
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server system is in communication with the first client
device and (ii) receiving the copy of the second file
from the second client device.

16. The media of claim 13, wherein the copy of the first
file is automatically received from the first client device 5
responsive to (i) a push request of the first client device and
(i) the user modifying the content of the first file stored on
the first client device.

17. The media of claim 13, wherein the copy of the first
file is automatically received from a first application at the 10
first client device, wherein the first application comprises a
runtime environment for one or more mobile-agent objects,
wherein the first application is configured to create a first
mobile object, wherein the first mobile object is configured
to create a proxy object at the server system, wherein the first 15
mobile object is configured to provide the copy of the first
file to the proxy object, and wherein the proxy object is
configured to store the copy of the first file on a memory
device associated with the server system.

#* #* #* #* #* 20
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ARCHITECTURE FOR MANAGEMENT OF
DIGITAL FILES ACROSS DISTRIBUTED
NETWORK

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a continuation of U.S. patent applica-
tion Ser. No. 16/017,348, filed Jun. 25, 2018, which is a
continuation of U.S. patent application Ser. No. 14/860,289,
filed Sep. 21, 2015, now U.S. Pat. No. 10,067,942, which is
a continuation of U.S. patent application Ser. No. 12/267,
852, filed Nov. 10, 2008, now U.S. Pat. No. 9,143,561,
which claims priority to U.S. Provisional Application No.
60/986,896 entitled “ARCHITECTURE FOR MANAGE-
MENT OF DIGITAL FILES ACROSS DISTRIBUTED
NETWORK” and filed Nov. 9, 2007, the contents of which
are hereby incorporated by reference in their entirety.

FIELD OF THE INVENTION

This invention relates generally to computer-implemented
processes and, more specifically, to sharing of electronic
files among computer systems.

BACKGROUND OF THE INVENTION

Users of modern computing systems are increasingly
finding themselves in constantly-connected, high-speed net-
worked environments. The Web continues to be a killer
application, second only to email, on the Internet. Further,
customers are increasingly using more than one computing
device; a customer may have a desktop computer at home,
one at work, and a constantly connected “smart phone”. Due
to the confluence of these two trends, file management
across these devices has become a problem.

Although modern devices are easily connected, they do
not provide the customer a seamless environment; the cus-
tomer must manually handle many aspects of that connec-
tion. With regards to file management, customers must
manually move files between their devices using some
protocol like email, ftp, or by posting them on the Web.
These practices lead to problems that include:

The proliferation of redundant file copies. This prolifera-
tion creates a confusing environment where the cus-
tomer is unclear where the “official” or newest version
of a file exists.

The creation of an error-prone environment. Some docu-
ments, such as those associated with word processing
and desktop publishing, externally reference other files.
Copying such a document can break these references
causing errors that the customer has to handle manu-
ally. An example of such a document is a desktop
publishing document that contains a reference to an
image. If that image file is not transferred along with
the desktop publishing file, the image will appear as a
broken link.

Unnecessary complexity. Because devices tend to have
their own filing system, customers must manage a
different filing model on each of his devices. For
example, instead of having a single “Movies” folder, he
may have to deal with many “Movies” folders, which
may be in different locations on each of his devices.
Each device may also have its own security model,
further complicating the matter.

That a customer has to manually move files around to

ensure their accessibility on his devices is unnecessary, and
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is an indicator of a lack of customer-focused design in
modern file systems. File systems in use today are direct
offspring of systems used when graphical customer inter-
faces were nonexistent. Modern file system customer inter-
faces, such as Windows® Explorer and Mac OS X’s Finder
are just now starting to provide experiences that are more in
line to a customer’s workflow. Whereas, before, these inter-
faces were concerned with representing files with abstracted
icons, the file’s actual contents are becoming paramount in
how files are organized and presented.

Problems still exist with how these newer customer
interfaces are implemented. They are not completely inte-
grated with applications, suffer from performance problems,
and do not generally work well outside of a device’s local
file system.

There are several solutions to this problem that are in one
way or another inadequate to the task:

Remote Desktop software allows a customer to remotely
“see” his desktop. Remote desktop software screen-scrapes
a remote machine’s screen (a “server”) and displays it on a
screen local to the customer (a “client”). Remote desktop
gives a customer access to not only his files, but also to his
applications. However, this approach requires that the host
machine be turned on and connected to the internet at all
times. Consequently, this approach would not be appropriate
for mobile hosts such as laptops. Remote desktop does not
use the resources of a local machine. For full accessibility,
the customer would have to keep all files and application on
the host machine as any files stored on a client are not
guaranteed to be accessible.

Distributed File Systems, like remote desktop software,
place data on an always-connected host machine. Unlike
remote desktop software, the host machine is not one on
which the customer performs computing tasks. The host
machine is used as a storage mechanism, and any compu-
tation performed on that machine serves to supports its use
as such. Distributed file systems generally provide the right
functionality for customers to share files between their
devices. However, distributed file systems are usually
deployed as a shared resource; that is, other customers have
access to it. Because of this sharing, a customer’s files may
be buried deep in a filing structure, and it may not always be
immediately evident to customers what kind of access they
have to a particular file. Further, to use a distributed file
system, the customer must always be connected to it. Files
stored on a distributed file system are generally inaccessible
if the customer’s machine is not connected to it, unless the
customer has copied or moved the files to his machine’s
local hard drive. However, doing so immediately creates the
problem of having two filing systems for the same file,
creating a mental burden on the customer.

Additionally, accessing a file located on a distributed file
system tends to be slower than accessing files on the local
hard drive. Modern applications are usually written to
assume that the files they access are located locally, and thus
are not optimized to access remote files. When these appli-
cations are used with remote files, they can lose performance
by an order of magnitude. This problem can be fixed by
automatically caching often-used files on the local file
system, and only synchronizing them when they have been
changed. However, this separate synchronization step intro-
duces another problem: because the synchronization process
can be lengthy, the customer is never entirely sure if the file
he is remotely accessing is the latest version of the file,
versus an earlier one that has been marked to be updated.
Further, the directory may not reflect the existence of the file
at all until synchronization finishes.
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FTP is similar to a distributed file system with regards to
files being hosted on a remote server. However FTP gener-
ally does manifest as a “disk drive” on the customer’s
desktop; the customer must use special FTP client software
to access an FTP server. It shares the same problem as
distributed file systems, with the additional problem of weak
integration with applications. Applications can generally
write and read files directly to and from a distributed file
system. This is not the case with FTP, as the customer has
to manually use the client software to perform these opera-
tions as a separate task.

Email was originally invented for messaging. From the
beginning, the model it employs to make files accessible
remotely is necessarily inefficient. Email’s model for mak-
ing files accessible is in the form of an email “attachment”.
Attachments are so named because they piggy-back on a
message sent from one customer to another. A customer can
make a file remotely available using email by attaching the
file to an email and sending it to himself He can then retrieve
the file from a remote location by accessing the message on
the email server. Email used in this way is even worse than
FTP as the process is even more manual: a customer must
find the message containing the file before he can even
access it. Further, the location in which the attachment lives
is read only. If the customer, for example, were to open the
file, change it, then save it back out, the results would be
ambiguous to the user because the email application, not the
user, specified its location. Usually, the saved file would end
up buried in an email file cache in an undisclosed area of the
file system.

Flash Drives and External Disk Drives, although seem-
ingly the most “primitive” way to ensure file availability,
avoid all the problems related to network latency. However,
these devices must be physically connected to the computer
on which the files will be accessed. These restrictions
preclude the customer from employing several effective
work-flows including: using more than one computer to
complete a single task (the files can only be accessed on one
computer) and setting up an automated backup (the com-
puter running the backup can’t guarantee that the storage
device will be connected come backup time). Further, to
ensure full availability of the files, the customer must carry
the device with them at all times, and must follow the
associated protocols for mounting and dismounting the
device.

Other problems with the prior art not described above can
also be overcome using the teachings of embodiments of the
present invention, as would be readily apparent to one of
ordinary skill in the art after reading this disclosure.

SUMMARY OF THE INVENTION

In certain embodiments, automatic modification-triggered
transfer of a file among two or more computer systems
associated with a user. In some embodiments, a copy of a
first file may be received, via a first application at a first
computer system, from a second application at a second
computer system associated with a user. The first file copy
may be automatically received from the second application
responsive to the user modifying a content of the first file,
where the first file copy is a version of the first file that is
generated from the user modifying the content of the first
file. Responsive to receiving the first file copy from the
second computer system, the first file copy may be auto-
matically transferred via the first application to a third
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computer system associated with the user to replace an older
version of the first file stored on the third computer system.

BRIEF DESCRIPTION OF THE DRAWING

Preferred and alternative embodiments of the present
invention are described in detail below with reference to the
following drawings.

FIG. 1 is a schematic view of an exemplary operating
environment in which an embodiment of the invention can
be implemented;

FIG. 2 is a functional block diagram of an exemplary
operating environment in which an embodiment of the
invention can be implemented; and

FIG. 3 is a functional block diagram illustrating file
sharing and/or synchronization according to an embodiment
of the invention.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENT

An embodiment of the invention leverages remote pro-
gramming concepts by utilizing processes called mobile
agents (sometimes referred to as mobile objects or agent
objects). Generally speaking, these concepts provide the
ability for an object (the mobile agent object) existing on a
first (“host”) computer system to transplant itself to a second
(“remote host™) computer system while preserving its cur-
rent execution state. The operation of a mobile agent object
is described briefly below.

The instructions of the mobile agent object, its preserved
execution state, and other objects owned by the mobile agent
object are packaged, or “encoded,” to generate a string of
data that is configured so that the string of data can be
transported by all standard means of communication over a
computer network. Once transported to the remote host, the
string of data is decoded to generate a computer process, still
called the mobile agent object, within the remote host
system. The decoded mobile agent object includes those
objects encoded as described above and remains in its
preserved execution state. The remote host computer system
resumes execution of the mobile agent object which is now
operating in the remote host environment.

While now operating in the new environment, the instruc-
tions of the mobile agent object are executed by the remote
host to perform operations of any complexity, including
defining, creating, and manipulating data objects and inter-
acting with other remote host computer objects.

File transfer and/or synchronization, according to an
embodiment, may be accomplished using some or all of the
concepts described in commonly owned U.S. patent appli-
cation Ser. No. 11/739,083, entitled “Electronic File Shar-
ing,” the entirety of which is incorporated by reference as if
fully set forth herein.

FIG. 1 illustrates an example of a suitable computing
system environment 100 in which one or more embodiments
of the invention may be implemented. The computing sys-
tem environment 100 is only one example of a suitable
computing environment and is not intended to suggest any
limitation as to the scope of use or functionality of the
invention. Neither should the computing environment 100
be interpreted as having any dependency or requirement
relating to any one or combination of components illustrated
in the exemplary operating environment 100.

Embodiments of the invention are operational with
numerous other general purpose or special purpose comput-
ing system environments or configurations. Examples of
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well known computing systems, environments, and/or con-
figurations that may be suitable for use with the invention
include, but are not limited to, personal computers, server
computers, hand-held or laptop devices, multiprocessor sys-
tems, microprocessor-based systems, set top boxes, pro-
grammable consumer electronics, network PCs, minicom-
puters, mainframe computers, distributed computing
environments that include any of the above systems or
devices, and the like.

Embodiments of the invention may be described in the
general context of computer-executable instructions, such as
program modules, being executed by a computer and/or by
computer-readable media on which such instructions or
modules can be stored. Generally, program modules include
routines, programs, objects, components, data structures,
etc. that perform particular tasks or implement particular
abstract data types. The invention may also be practiced in
distributed computing environments where tasks are per-
formed by remote processing devices that are linked through
a communications network. In a distributed computing
environment, program modules may be located in both local
and remote computer storage media including memory
storage devices.

With reference to FIG. 1, an exemplary system for imple-
menting the invention includes a general purpose computing
device in the form of a computer 110. Components of
computer 110 may include, but are not limited to, a pro-
cessing unit 120, a system memory 130, and a system bus
121 that couples various system components including the
system memory to the processing unit 120. The system bus
121 may be any of several types of bus structures including
a memory bus or memory controller, a peripheral bus, and a
local bus using any of a variety of bus architectures. By way
of example, and not limitation, such architectures include
Industry Standard Architecture (ISA) bus, Micro Channel
Architecture (MCA) bus, Enhanced ISA (FISA) bus, Video
Electronics Standards Association (VESA) local bus, and
Peripheral Component Interconnect (PCI) bus also known as
Mezzanine bus.

Computer 110 typically includes a variety of computer
readable media. Computer readable media can be any avail-
able media that can be accessed by computer 110 and
includes both volatile and nonvolatile media, removable and
non-removable media. By way of example, and not limita-
tion, computer readable media may comprise computer
storage media and communication media. Computer storage
media includes both volatile and nonvolatile, removable and
non-removable media implemented in any method or tech-
nology for storage of information such as computer readable
instructions, data structures, program modules or other data.
Computer storage media includes, but is not limited to,
RAM, ROM, EEPROM, flash memory or other memory
technology, CD-ROM, digital versatile disks (DVD) or other
optical disk storage, magnetic cassettes, magnetic tape,
magnetic disk storage or other magnetic storage devices, or
any other medium which can be used to store the desired
information and which can accessed by computer 110.
Communication media typically embodies computer read-
able instructions, data structures, program modules or other
data in a modulated data signal such as a carrier wave or
other transport mechanism and includes any information
delivery media. The term “modulated data signal” means a
signal that has one or more of its characteristics set or
changed in such a manner as to encode information in the
signal. By way of example, and not limitation, communi-
cation media includes wired media such as a wired network
or direct-wired connection, and wireless media such as
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acoustic, RF, infrared and other wireless media. Combina-
tions of the any of the above should also be included within
the scope of computer readable media.

The system memory 130 includes computer storage media
in the form of volatile and/or nonvolatile memory such as
read only memory (ROM) 131 and random access memory
(RAM) 132. A basic input/output system 133 (BIOS), con-
taining the basic routines that help to transfer information
between elements within computer 110, such as during
start-up, is typically stored in ROM 131. RAM 132 typically
contains data and/or program modules that are immediately
accessible to and/or presently being operated on by process-
ing unit 120. By way of example, and not limitation, FIG. 1
illustrates operating system 134, application programs 135,
other program modules 136, and program data 137.

The computer 110 may also include other removable/non-
removable, volatile/nonvolatile computer storage media. By
way of example only, FIG. 1 illustrates a hard disk drive 140
that reads from or writes to non-removable, nonvolatile
magnetic media, a magnetic disk drive 151 that reads from
or writes to a removable, nonvolatile magnetic disk 152, and
an optical disk drive 155 that reads from or writes to a
removable, nonvolatile optical disk 156 such as a CD ROM
or other optical media. Other removable/non-removable,
volatile/nonvolatile computer storage media that can be used
in the exemplary operating environment include, but are not
limited to, magnetic tape cassettes, flash memory cards,
digital versatile disks, digital video tape, solid state RAM,
solid state ROM, and the like. The hard disk drive 141 is
typically connected to the system bus 121 through a non-
removable memory interface such as interface 140, and
magnetic disk drive 151 and optical disk drive 155 are
typically connected to the system bus 121 by a removable
memory interface, such as interface 150.

The drives and their associated computer storage media
discussed above and illustrated in FIG. 1, provide storage of
computer readable instructions, data structures, program
modules and other data for the computer 110. In FIG. 1, for
example, hard disk drive 141 is illustrated as storing oper-
ating system 144, application programs 145, other program
modules 146, and program data 147. Note that these com-
ponents can either be the same as or different from operating
system 134, application programs 135, other program mod-
ules 136, and program data 137. Operating system 144,
application programs 145, other program modules 146, and
program data 147 are given different numbers here to
illustrate that, at a minimum, they are different copies. A user
may enter commands and information into the computer 20
through input devices such as a keyboard 162 and pointing
device 161, commonly referred to as a mouse, trackball or
touch pad. Other input devices (not shown) may include a
microphone, joystick, game pad, satellite dish, scanner, or
the like. These and other input devices are often connected
to the processing unit 120 through a user input interface 160
that is coupled to the system bus, but may be connected by
other interface and bus structures, such as a parallel port,
game port or a universal serial bus (USB). A monitor 191 or
other type of display device is also connected to the system
bus 121 via an interface, such as a video interface 190. In
addition to the monitor, computers may also include other
peripheral output devices such as speakers 197 and printer
196, which may be connected through an output peripheral
interface 190.

The computer 110 may operate in a networked environ-
ment using logical connections to one or more remote
computers, such as a remote computer 180. The remote
computer 180 may be a personal computer, a server, a router,
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a network PC, a peer device or other common network node,
and typically includes many or all of the elements described
above relative to the computer 110, although only a memory
storage device 181 has been illustrated in FIG. 1. The logical
connections depicted in FIG. 1 include a local area network
(LAN) 171 and a wide area network (WAN) 173, but may
also include other networks. Such networking environments
are commonplace in offices, enterprise-wide computer net-
works, intranets and the Internet.

When used in a LAN networking environment, the com-
puter 110 is connected to the LAN 171 through a network
interface or adapter 170. When used in a WAN networking
environment, the computer 110 typically includes a modem
172 or other means for establishing communications over
the WAN 173, such as the Internet. The modem 172, which
may be internal or external, may be connected to the system
bus 121 via the user input interface 160, or other appropriate
mechanism. In a networked environment, program modules
depicted relative to the computer 110, or portions thereof,
may be stored in the remote memory storage device. By way
of example, and not limitation, FIG. 1 illustrates remote
application programs 185 as residing on memory device
181. It will be appreciated that the network connections
shown are exemplary and other means of establishing a
communications link between the computers may be used.

Referring now to FIG. 2, an embodiment of the present
invention can be described in the context of an exemplary
computer network system 200 as illustrated. System 200
includes electronic user devices 210, 280, such as personal
computers or workstations, that are linked via a communi-
cation medium, such as a network 220 (e.g., the Internet), to
an electronic device or system, such as a server 230. The
server 230 may further be coupled, or otherwise have access,
to a database 240, electronic storage 270 and a computer
system 260. Although the embodiment illustrated in FIG. 2
includes one server 230 coupled to two user devices 210,
280 via the network 220, it should be recognized that
embodiments of the invention may be implemented using
two or more such user devices coupled to one or more such
servers.

In an embodiment, each of the user devices 210, 280 and
server 230 may include all or fewer than all of the features
associated with the computer 110 illustrated in and discussed
with reference to FIG. 1. User devices 210, 280 include or
are otherwise coupled to a computer screen or display 250,
290, respectively. User devices 210, 280 can be used for
various purposes including both network- and local-com-
puting processes.

The user devices 210, 280 are linked via the network 220
to server 230 so that computer programs, such as, for
example, a browser or other applications, running on one or
more of the user devices 210, 280 can cooperate in two-way
communication with server 230 and one or more applica-
tions running on server 230. Server 230 may be coupled to
database 240 and/or electronic storage 270 to retrieve infor-
mation therefrom and to store information thereto. Addi-
tionally, the server 230 may be coupled to the computer
system 260 in a manner allowing the server to delegate
certain processing functions to the computer system.

Referring now to FIG. 3, illustrated is functionality of an
embodiment of the invention allowing a user (not shown)
who owns or otherwise controls devices 210, 280 to auto-
matically maintain file synchronization between at least
devices 210, 280, or any other user devices on which
principles of the present invention are implemented. In an
embodiment, an administrator (not shown) of the server 230
or other appropriate electronic device transfers a file-transfer
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and/or synchronization application to the user devices 210,
280 for installation thereon. Once installed on the user
devices 210, 280, the file-transfer application provides file-
transfer clients 310, 320 executable by the user devices 210,
280, respectively. Each of the file-transfer clients 310, 320
may, but need not, include a respective mobile-agent run-
time environment 330, 340. The mobile-agent runtime envi-
ronment 330, 340 include portions of memory of the user
devices 210, 280 dedicated to allowing a mobile object the
ability to perform operations that the mobile object is
programmed to carry out. Also included in the file-transfer
application are user interfaces 350, 360 that are displayable
on the displays 250, 290, respectively. In an embodiment,
the interfaces 350, 360 allow a user to view, access and/or
organize files to be synched among the various user devices.

Generally, all files that the user desires to be synched or
shared may at some point be uploaded by one or more of the
user devices 210, 280 and stored in storage 270. Upon
receiving the files to be synched, the server 230 can store
such files in the storage 270 and/or transfer the files to one
or more of the respective hard drives of the user devices 210,
280, thereby enabling each respective user device to access
such files. In this manner, the server 230 is operable to treat
each hard drive of the respective user devices 210, 280 as a
local document cache for files received by the server.
Typically, the server 230 will store one or more of the
received files to the storage 270 only if the destination user
device is offline or otherwise temporarily not in communi-
cation with the server 230. Upon resuming communication
with the destination user device, the server 230 will transfer
the temporarily stored files to the destination device.

In operation, according to an embodiment, the user may
open and modify a file 370, such as a word-processing
document or other electronic file. Alternatively, the user may
create a first instance of the file 370. The user may have
previously have associated, or may now associate, the file
370 with the transfer client 310. Upon a predetermined and
user-configurable triggering event, the transfer client 310
transfers the modified file 370, or a copy of the modified file,
to the server 230. Such a triggering event may include, but
be not limited to, the user saving the file, the elapsing of a
predetermined amount of time during which the file has been
opened, or the re-initiation of a communication session
between the device 210 and the server 230.

The file 370 is transferred to the server 230 on which is
executing a synchronization application 380, which may
include a mobile-agent runtime environment. Through user
configuration, the synch application 380 monitors a set of
user devices to which the file 370 should be transferred to
effect file synchronization. In the illustrated embodiment,
this set of user devices includes the user device 280. The
synch application 380 polls the device 280 to determine
whether the device 280 is in communication with the server
230. If the device 280 is in communication with the server
230, the synch application 380 transfers the file 370 to the
device 280, whereupon the transfer client 320 resident on the
device 280 replaces the previous version of the file 370,
previously cached on the device 280, with the latest version
of the file 370 modified on the user device 210. If the device
280 is not currently in communication with the server 230,
the synch application 380 may store the file 370 in the
storage 270 until such time as communication between the
device 280 and server 230 is reestablished. As illustrated in
FIG. 3, a similar reverse-direction synchronization process
may be performed by the synch application 380 and the
transfer clients 310, 320 with regard to a file 315 modified
on device 280 and synchronized to device 210.
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In an embodiment, the user interfaces 350, 360 may
include a list of the customer’s documents and related
metadata, as well as any one-to-one or one-to-many rela-
tionships between the documents and metadata. An embodi-
ment can always provide customers with an accurate “pic-
ture” of their document collection, regardless of whether
their devices physically contain the documents. As alluded
to earlier, a problem with distributed file systems and FTP is
the latency between a file being put onto a file system and
it showing up on a remote machine. To prevent this problem,
an embodiment directory is decoupled from the movement
of files. An embodiment’s directory update system updates
at a higher priority than the documents to be synchronized.
This feature ensures that when a customer browses or
searches through his set of documents, they appear even if
they have not yet been cached locally on the user device. An
indicator signifying a document’s availability may be promi-
nently displayed adjacent to the document’s representation
so that customers are aware of the document’s availability.

An embodiment may include a stand-alone application
that allows customers to find and manage documents asso-
ciated with transfer clients 310, 320 by visualizing relation-
ships between documents and their metadata. It allows
customers to tag documents with any number of identifiers.
Customers can relate both documents and tags with each
other in any number of user-specified one-to-one and one-
to-many relationships, and an embodiment provides a user
interface to browse and search on these relationships. To
mitigate the customers’ learning curve, an embodiment can
implement relationships common to contemporary file sys-
tems, including a folder hierarchy. In addition to this, an
embodiment provides direct support for methods that the
customer uses to organize documents by manifesting them
as user interface idioms. This is unlike conventional docu-
ment filing systems which require the customer to work
within a strict folder metaphor for organization.

Some alternate methods that an embodiment supports for
organizing documents include:

Allow customers to organize their documents by appli-
cation. Many times customers remember the applica-
tion used to create a document instead of the docu-
ment’s name or its location in a hierarchy.

Allow customers to organize their documents by most
recent access. Customers are likely to access a docu-
ment they’ve accessed in the near past. Usually, such
documents are part of a task that the customer is
actively working.

Allow customers to organize their documents by project
or subproject.

Allow customers to organize their documents by people.
Many times, especially in the context of a collabora-
tion, a document is directly related to one or more
people other than the customer.

Allow the customer to organize their document by process
stage. Documents may represent one or more stages of
a process. Customers need a method for organizing
documents by process stage, and a mechanism for
moving the document through a set of predefined
stages.

Allow customers to organize their documents by any of
the aforementioned methods concurrently. These orga-
nization methods are not mutually exclusive.

An embodiment presents an interface that allows a cus-
tomer to locate one or more documents associated with the
transfer clients 310, 320 and open such document into a
separate software application. Since this interface is
intended to be used from within the separate application, that
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application may need to know how to invoke such interface.
Advantageously, this invocation behavior can be provided to
the application using the application’s plug-in APIL

An embodiment presents an interface that allows a cus-
tomer to synchronize a currently opened document accord-
ing to processes described elsewhere herein. This interface
can be invoked within an application and can be made
available to the application in the manner described above in
connection with the application’s plug-in API.

Some files associated with the transfer clients 310, 320 are
dependent on other files associated with the transfer clients
310, 320. For example, a desktop publishing document may
include images that are stored in files separate from the main
document. Previous file-synching solutions treat these files
as separate. Because of this, for example, a document
synchronized from the device 210 to the device 280 may be
opened by the user of the device 280 before the image files
have been fully transferred to the device 280. This causes the
document to fail to open, or break, since the image files
don’t exist or are incomplete. An embodiment prevents this
by: (1) always ensuring the file catalog (e.g., the stand-alone
application that allows customers to find and manage docu-
ments associated with transfer clients 310, 320, as discussed
above herein) is synchronized before any file data is syn-
chronized, and (2) pausing any file access by any program
until the file contents have been fully synchronized. In such
an embodiment, if a user attempts, using a software pro-
gram, to open a file whose related files haven’t yet finished
transferring to the local (hard drive) cache, if that software
attempts to open the related files, the software program is
blocked by an embodiment until the requested files are
downloaded and ready to access.

Other file sending and synchronizing software requires
the user to upload their data to a storage device owned by the
operator of the service. An embodiment treats storage as a
participant in the synchronization process; this means that
the user can choose the service or device where their files
will be stored. The file transfer/synching is abstracted from
the storage system allowing any storage to be used. An
embodiment treats storage like any other synch target, such
as a desktop computer, or a cell phone. As such, any device
owned or otherwise controlled by the user and running a
synch application, such as synch application 380, as pro-
vided in an embodiment of the invention can perform the
storage and/or synching functions described elsewhere
herein. That is, the user device 280 or user device 210, rather
than the server 230, may perform such functions.

While a preferred embodiment of the invention has been
illustrated and described, as noted above, many changes can
be made without departing from the spirit and scope of the
invention. For example, as an alternative to the approach
described with reference to FIG. 3, wherein the transfer
clients 310, 320 function to “push” modified or created files
to the synch application 380, the synch application 380 may
instead function to periodically “pull” or otherwise actively
retrieve such files from the transfer clients 310, 320 Instead,
the invention should be determined entirely by reference to
the claims that follow.

What is claimed is:

1. A system comprising:

a server system comprising one or more processors pro-
grammed with computer program instructions that,
when executed, cause the server system to:
receive, over a network, a copy of a first file from a first

client device associated with a user, wherein the
copy of the first file is automatically received from
the first client device responsive to the user modi-
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fying a content of the first file stored on the first
client device, the copy of the first file being a version
of the first file that is generated from the user
modifying the content of the first file;

store the copy of the first file on the server system;

receive, from the first client device, first metadata
associated with the version of the first file that is
generated from the user moditying the content of the
first file, the first metadata being assigned a first
priority greater than a second priority assigned to the
copy of the first file;

automatically transfer, based on the first priority being
greater than the second priority, the first metadata to
the second client device such that the first metadata
is transferred to the second client device prior to the
copy of the first file being transferred to the second
client device; and

automatically transfer, over a network, the copy of the
first file to the second client device associated with
the user to replace an older version of the first file
stored on the second client device, responsive to
receiving the copy of the first file from the first client
device.

2. The system of claim 1, wherein the computer program
instructions, when executed, cause the server system to:

store the copy of the first file to a memory device

associated with the server system, wherein the copy of
the first file is stored on the memory device associated
with the server system responsive to determining that
the server system is not in communication with the
second client device; and

automatically transfer the copy of the first file to the

second client device to replace the older version of the
first file stored on the second client device with the
copy of the first file, responsive to (i) resuming com-
munication with the second client device and (ii)
receiving the copy of the first file from the first client
device.

3. The system of claim 1, wherein at least one of the server
system or the first client device comprises a priority assign-
ment configuration to assign greater priority to metadata
associated with files than priority assigned to the files such
that at least one of the server system or the first client device
assigns the first priority to the first metadata and the second
priority to the copy of the first file based on the priority
assignment configuration.

4. The system of claim 1, wherein availability of the
version of the first file is presented at the second client
device based on the first metadata.

5. The system of claim 1, wherein the computer program
instructions, when executed, cause the server system to:

receive a copy of a second file from the second client

device associated with the user, wherein the copy of the
second file is automatically received from the second
client device responsive to the user modifying a content
of the second file stored on the second client device, the
copy of the second file being a version of the second file
that is generated from the user modifying the content of
the second file;

determine that the server system is in communication with

the first client device associated with the user; and
automatically transfer the copy of the second file to the
first client device associated with the user to replace an
older version of the second file stored on the first client
device, responsive to (i) determining that the server
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system is in communication with the first client device
and (ii) receiving the copy of the first file from the
second client device.

6. The system of claim 1, wherein the computer program
instructions, when executed, cause the server system to:

periodically perform a pull request, wherein the copy of

the first file is automatically received from the first
client device responsive to (i) the pull request and (ii)
the user modifying the content of the first file stored on
the first client device.

7. The system of claim 1, wherein the copy of the first file
is automatically received from the first client device respon-
sive to (i) a push request of the first client device and (ii) the
user modifying the content of the first file stored on the first
client device.

8. The system of claim 1, wherein the copy of the first file
is automatically received from a first application at the first
client device, and wherein the first application comprises a
runtime environment for one or more mobile-agent objects.

9. The system of claim 8, wherein the first application is
configured to create a first mobile object, and wherein the
first mobile object is configured to create a proxy object at
the server system.

10. The system of claim 9, wherein the first mobile object
is configured to provide the copy of the first file to the proxy
object, and wherein the proxy object is configured to store
the copy of the first file on a memory device associated with
the server system.

11. A method being implemented by a server system
comprising one or more processors executing computer
program instructions that, when executed, perform the
method, the method comprising:

receiving, by the server system, over a network, a copy of

a first file from a first client device associated with a
user, wherein the copy of the first file is automatically
received from the first client device responsive to the
user modifying a content of the first file stored on the
first client device, the copy of the first file being a
version of the first file that is generated from the user
modifying the content of the first file;

receiving, by the server system, from the first client

device, first metadata associated with the version of the
first file that is generated from the user modifying the
content of the first file, the first metadata being assigned
a first priority greater than a second priority assigned to
the copy of the first file;

automatically transferring, by the server system, based on

the first priority being greater than the second priority,
the first metadata to the second client device such that
the first metadata is transferred to the second client
device prior to the copy of the first file being transferred
to the second client device; and

automatically transferring, by the server system, over a

network, the copy of the first file to the second client
device associated with the user to replace an older
version of the first file stored on the second client
device, responsive to receiving the copy of the first file
from the first client device.

12. The method of claim 11, further comprising:

initially determining, by the server system, that the server

system is not in communication with the second client
device associated with the user; and

automatically transferring, by the server system, the copy

of the first file to the second client device to replace the
older version of the first file stored on the second client
device with the copy of the first file, responsive to (i)
resuming communication with the second client device,
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(i1) determining that the server system is in communi-
cation with the second client device, (iii) and receiving
the copy of the first file from the first client device.

13. The method of claim 11, further comprising:

storing, by the server system, the copy of the first file to

a memory device associated with the server system,
wherein the copy of the first file is stored on the
memory device associated with the server system
responsive to initially determining that the server sys-
tem is not in communication with the second client
device.

14. The method of claim 11, wherein at least one of the
server system or the first client device comprises a priority
assignment configuration to assign greater priority to meta-
data associated with files than priority assigned to the files
such that at least one of the server system or the first client
device assigns the first priority to the first metadata and the
second priority to the copy of the first file based on the
priority assignment configuration.

15. The method of claim 11, wherein the copy of the first
file is automatically received from a first application at the
first client device, wherein the first application comprises a
runtime environment for one or more mobile-agent objects,
and wherein the first application is configured to create a first
mobile object, and the first mobile object is configured to
create a proxy object at the server system and to provide the
copy of the first file to the proxy object.

16. One or more non-transitory machine-readable media
storing instructions that, when executed by one or more
processors of a first computer system, cause operations
comprising:

receiving, by the first computer system, over a network, a

copy of a first file from a second computer system
associated with a user, wherein the copy of the first file
is automatically received from the second computer
system responsive to the user modifying a content of

25

14

the first file stored on the second computer system, the
copy of the first file being a version of the first file that
is generated from the user modifying the content of the
first file;

storing, by the first computer system, the copy of the first

file on the first computer system;
receiving, by the first computer system, from the second
computer system, first metadata associated with the
version of the first file that is generated from the user
modifying the content of the first file, the first metadata
being assigned a first priority greater than a second
priority assigned to the copy of the first file;

automatically transferring, by the first computer system,
based on the first priority being greater than the second
priority, the first metadata to a third computer system
associated with the user such that the first metadata is
transferred to the third computer system prior to the
copy of the first file being transferred to the third
computer system; and

automatically transferring, by the first computer system,

over a network, the copy of the first file to the third
computer system associated with the user to replace an
older version of the first file stored on the third com-
puter system, responsive to receiving the copy of the
first file from the second computer system.

17. The one or more non-transitory machine-readable
media of claim 16, wherein at least one of the first computer
system or the second computer system comprises a priority
assignment configuration to assign greater priority to meta-
data associated with files than priority assigned to the files
such that at least one of the first computer system or the
second computer system assigns the first priority to the first
metadata and the second priority to the copy of the first file
based on the priority assignment configuration.
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